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Abstract

At the heart of every stereo vision algorithm is a solution to the matching problem

- the problem of finding points in the right and left image that correspond to a single

point in the real world. Applying assumptions regarding the epipolar rectification

and color similarity between two frames is often not possible for real-world image

capture systems, like those used in urban search and rescue robots. More flexible

and robust feature descriptors are necessary to operate under harsh real world con-

ditions. This thesis compares the accuracy of disparity images generated using local

features including points, line segments, and regions, as well as a global framework

implemented using loopy belief propagation. This thesis will introduce two new algo-

rithms for stereo matching using line segments and regions, as well as several support

structures that optimize the algorithms performance and accuracy. Since few com-

plete frameworks exist for line segment and region features, new algorithms that were

developed during the research for this thesis will be outlined and evaluated. The

comparison includes quantitative evaluation using the Middlebury stereo image pairs

and qualitative evaluation using images from a less structured environment. Since

this evaluation is grounded in urban search and rescue robotics, processing time is a

ii
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significant constraint which will be evaluated for each algorithm. This thesis will show

that line segment-based stereo vision with a gradient descriptor achieves at least a

10% better accuracy than all other methods used in this evaluation while maintaining

the low runtime associated with local feature based stereo vision.
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Chapter 1

Introduction

The ability to perceive depth in real-time is an essential part of any mobile robotic

platform. Information about the distance to objects in an environment is necessary for

mapping, localization, and other high level tasks. Distance information is extracted

using either active or passive sensors. Active sensors, such as laser radar (LADAR),

computes distances by emitting a signal into the environment and measuring the time

it takes to reflect back to the sensor. Passive sensors, like cameras, simply collect the

signals produced by the environment. When using a passive sensor, distance cannot be

directly calculated since the time the signal takes to the reach the sensor is unknown.

Multiple sensors can be used to extract distance information by locating the same

signal source, or feature, in the environment and triangulating its position. Using

two parallel cameras to observe an environment is referred to as stereo vision.

A stereo vision system must be able to extract features from an image and locate

the corresponding features in a second image to perceive depth. The position dif-

ference or offset between a feature found in the first and second image is called the

1



2 Chapter 1: Introduction

disparity. The disparity is measured horizontally and/or vertically for each matched

pixel in the input images. The disparity values assigned to each pixel of the input

images together produce a disparity image. Using the disparity image, a calibrated

stereo system can triangulate the 3-D position of matched points in the environment.

Most stereo vision systems use point features that are located by passing filters

over the input images. These filters produce a strong response at the corners and in-

tersections of objects, or within textured regions [8]. Point features are useful because

the filters are very simple, and the extraction process has a very low computational

cost. The problem is that points are difficult to match without significant constraints

on the input images [9] due to a general problem with uniquely and accurately match-

ing a point feature.

To reduce the uniqueness problem, more complex solutions that contain structural

relationships can be used in the form of line segments, regions, and global frameworks.

Line segments are extracted by clustering pixels located at the edge of the intensity

change between two overlapping or neighbouring regions [10]. Regions are formed

by clustering pixels together based on a similarity in colour and/or texture [10] over

a surface. Though regions and line segments contain more information than point

features, they are computationally more expensive to extract from an image.

Global frameworks often model the stereo disparity extraction problem as a Markov

random field (MRF) [11]. An MRF is an undirected graphical model connecting nodes

of random variables. In the graphical model, nodes that are not connected have the

Markov propery that they are conditionally independent random variables. Due to

the connected nature of the problem the MRF contains loops in the graph that pro-
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duce an optimization problem that is NP hard [12]. Two approximate solutions that

produce reasonable results in practice are cut graphs [13] and loopy belief propaga-

tion [11]. Global methods are known for producing dense high-quality depth maps

even with a very simple pixel comparison method. The major downside is that global

methods have a high cost in both memory usage and processing time.

The generation of accurate disparity images in real-time is the focus of this thesis.

Point features are the most widely used stereo feature, and have seen successful im-

plementation in [14, 15]. Line segment-based stereo vision has been used primarily for

uncalibrated stereo matching in [16, 17]. Regions are primarily useful in environments

when large areas of untextured surface are present and has been used in [18, 19]. This

project involves adapting and developing algorithms for stereo matching that are ca-

pable of operating in real-time. Comparison of the three feature types and the global

framework is done by comparing errors in the resulting disparity images for standard

test images.

The problem of real-time stereo vision processing in this thesis is grounded in

the development of autonomous systems for urban search and rescue (USAR). The

discussion will start by stating the motivation for researching stereo vision processing

as it applies to USAR. This will be followed by an overview of the principles of stereo

vision and an examination of related work in feature point, line segment, and region

extraction. The implementation details of the feature extraction and stereo matching

problems are then discussed. Finally, the evaluation results will then be analyzed in

detail by examining quantitative, qualitative, and runtime statistics.
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Figure 1.1: The iRobot Pacbot (left) was deployed to examine void spaces (right) in
the rubble of the World Trade Centre [1].

1.1 Problem Motivation

USAR teams respond to structural failures when human victims are involved.

Currently, rescue teams utilize human specialists, rescue dogs, and search tools in-

cluding remote cameras, to locate trapped victims. These teams are exposed to a

variety of hazardous scenarios including secondary incidents/failures, poor air qual-

ity, and dangerous debris. Additionally, both humans and dogs are affected by stress

and fatigue that can increase the potential for further injury. The goal of USAR

robotics research is to improve the safety for workers by removing them from the

most dangerous tasks.

The first known deployment of robotic rescue teams [1] was during the World Trade

Center attacks on September 11, 2001. These robots were used to explore several

small void spaces (as shown in figure 1.1) identified by rescue personnel as possible

victim locations. A report produced by Casper and Murphy [1] provides observations

and recommendations for USAR robotics researchers. Their observations indicated,
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among other things, that there was a lack of image processing skills on the robots.

Without autonomous image processing skills the demands on an operator are

greatly increased. The operator has the task of controlling the robot, mapping, lo-

calization, victim identification, and structural weakness identification. Information

often comes from multiple sources including visual and heat detecting cameras. Due

to the size and position of the cameras on the robot the operators experience a keyhole

effect [20] that makes them feel like they are operating through a peephole. Also, due

to a lack of internal robot state information, errors must be diagnosed using only vi-

sual information. Performing all these tasks is difficult, especially when operators are

experiencing the stress and sleep deprivation found in most real USAR environments.

Navigation is a special problem since it is easy to lose situational awareness. The

ability to maintain situational awareness can be improved if robot operators work in

pairs [20] and work to build a shared mental model of the environment. However, ac-

curate real-time stereo vision can provide distance information necessary to generate

maps and localize in an environment without direct human interaction. By replacing

the mental model of an enviroment with a computer generated map, the operator

may be able to reduce or avoid the risk of lossing situational awareness.
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Related Work

Stereo vision is governed by a well defined relationship between the camera posi-

tions, the points in the environment, and the position on an image where the points

are projected. The geometry governing the projection of stereo images will be exam-

ined first. Then existing work in the extraction and matching of points, line segments,

and regions will be discussed including the benefits and limitations of each feature

being examined. This will be followed by an examination of global algorithms using

loopy belief propagation.

2.1 Stereo Vision

Passive vision sensors, like cameras, provide only 2-D information about objects

in a 3-D world. However, when an object is viewed from multiple 2-D perspectives

it is possible to triangulate the 3-D position. Offsetting the cameras produces a

measurable disparity or offset of the pixels that is directly related to the distance of

6
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Figure 2.1: The epipolar line, e’, represents the possible location of object point, M,
on the image plane, P’, of the secondary camera, C’, given the image point, x, on the
image plane, P, of the primary camera, C [2].

objects from the observer. To determine the 3D position of an object four problems

must be solved [21]:

1. Camera parameters must be determined,

2. Features must be identified in each image,

3. Corresponding features in each image must be matched correctly, and

4. The feature’s distance must be calculated.

Using epipolar geometry [2, 22] it is possible to improve the performance of stereo

vision systems by reducing the search space used in matching. Epipolar geometry (see

fig. 2.1) defines a relationship between a point, x, on the image plane, P, of camera, C,

to a line, e’, on the image plane, P’, of the second camera, C’, known as an epipolar
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line. Epipolar lines represent the possible location of the image point, x’, on P’ for

x on P that triangulates to the object point, M. An epipolar line on P’ can be be

visualized as the intersecting line between P’ and a triangle with edges along the

baseline joining C and C’, the line joining C, x, and M, and the line joining M, x’ and

C’.

The reduction of the search space for a point in primary image from a 2-D region

to a 1-D line in the secondary image is known as the epipolar constraint [2, 22].

Using the epipolar constaint images can be aligned so that the rows in the primary

image are aligned with the rows in the secondary image. This allows matching to

be performed without considering offsets in the vertical direction. The process of

aligning the images is known as epipolar rectification.

Epipolar geometry is affected by external differences between the primary camera

and secondary camera and the internal parameters of each camera. The external

parameters include [21] the position and rotation difference from C’ to C as shown

in figure 2.1. The internal parameters include focal length, sensor width and height,

and optional lens distortion parameters. If the internal and external parameters are

known for the cameras it is possible to use the essential matrix [22] to compute the

epipolar line. The essential matrix is defined as:

E = [t]xR
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where [t]x is a 3x3 translation matrix and R is a 3x3 rotation matrix. The [t]x matrix

contains the position difference, or translation, between the cameras in the form:

[t]x =



















0 −tz ty

tz 0 −tx

−ty tx 0



















The essential matrix satisifies the epipolar contraint when:

x̂′T Ex̂ = 0

where x̂ and x̂′ are the normalized image coordinates of x and x′ computed using the

calibrated internal parameters of the camera.

If the camera parameters are unknown then an approximation of the Essential

matrix, known as the fundamental Matrix [22], can be used. Computing the fun-

damental matrix requires a minimum of eight matching points between the stereo

images. These point matches require a high quality matching algorithm that pro-

duces accurate results without the use of the epipolar constraint.

Using the epipolar constraint it is possible to greatly increase both the speed

and accuracy of any stereo matching system. The main issue is that calibration

or unconstrained matching must be performed before the epipolar constraint can be

used. In addition, the cameras must be very rigidly mounted since even small changes

in the parameters of the cameras can produce large errors in the epipolar lines.

To calculate the distance to M, the only remaining variable is the conversion

factor from image disparities to real-world distances. This can be determined by

either measuring the baseline distance from C to C’ or the distance from C to M.

Methods for triangulating the position of a 3-D world point are described in [23].
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Point matching using epipolar geometry has been implemented in many prior

works including [24, 25, 26, 27]. Matching feature points between images is referred

to as the correspondence problem [14]. Problems arise when a feature is distinct

but not unique, occluded, or not fixed in the world. Non-unique points include

texture features on a heavily textured surface that are distinct but repeated at other

locations. The sidedness constraint [16] is often used in stereo matching to resolve

the uniqueness problem. The constraint simply assumes that if a feature is located to

the left of a second feature in the primary image, it will also be located to the left in

the secondary image. Though the constraint is not always true, it is useful in many

situations. Occlusion occurs when a feature is not visible in one of the images due to

a foreground object overlapping a background object. Another problem with feature

detection is that the feature must be fixed in the world. An example of an unfixed

feature [8] can be found in a picture of a tree. The point where two branches cross

produces a strong corner, but the point is not fixed so the position changes as the

perspective changes.

2.2 Feature Points

A feature point [8] refers to a distinct fixed point in an image, and is primarily

found in corners and textured areas [8]. Each point in the image must be evaluated

to determine its fitness as a feature point. Three highly successful methods of point

feature extraction are Shi and Tomasi’s eigenvalue features [8], Lowe’s Scale Invariant

Features (SIFT) [3] and Bay, Tuytelaars and Van Gooland’s Speeded Up Robust

Features (SURF) [4].
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Figure 2.2: The Difference of Gaussian (DOG) used in SIFT is generated by subtract-
ing sequences of Gaussian blurred images. Each new octave is created by shrinking
the image to one quarter of the original size. Images from [3].

The feature point extraction method used by Shi and Tomasi [8] is useful for

extracting texture features and corners. The image is evaluated using a 2x2 matrix

with the form:

Z =









g2
x gxgy

gxgy g2
y









where gx and gy are the horizontal and vertical gradient values. Gradient measures

the first order change in the intensity of the pixel values over a defined kernel, and

for images is computed horizontally and vertically. The two eigenvalues are then

calculated for the matrix Z. Small eigenvalues indicate a flat colour, while one large

and one small value indicate a horizontal or vertical line. Two large eigenvalues are

generally found at corners or texture points.
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Figure 2.3: The image shows SIFT being used for feature detection. The arrows
indicate the orientation and scale of the feature point. Images from [3].

Figure 2.4: The feature descriptor histogram information is generated using gradients
sampled around the feature point. Images from [3].

SIFT extraction [3] identifies strong features and the scale at which they produce

the most distinct response. To locate points that remain visible at different scales,

a series of Gaussian blurs and resizes are applied to the image. After each blur,

the resulting image is subtracted from the previous image to produce a Difference of

Gaussian (DOG) as shown in figure 2.2. From each pixel in the DOG, the centre pixel
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is selected as a base feature if it is the minimum or maximum difference for the 3x3x3

area around the point. The 3x3x3 are includes the current pixel and the neighbouring

pixels in the previous, current, and next scale. The base set of features is initially

filtered by removing points with low contrast using a threshold. The remaining points

are filtered using the principle curvature, which is evaluated by computing the trace

and determinant of a 2x2 Hessian matrix evaluated at the point. The Hessian matrix:

Z =









Dxx Dxy

Dxy Dyy









where D∗ is the derivative in the horizontal, vertical, and diagonal direction computed

using the difference of neighbouring points. The DOG is repeated for several octaves

of an image, where the next octave is reached by resizing the image to one quarter

of the previous size. Orientation is assigned to the final points using the gradient

response of sample points around the feature. The resulting orientation and scale is

demonstrated in figure 2.3. A feature descriptor is generated by sampling a rotated

area around the feature that aligns with the features orientation. Using 16 sample

regions around the feature arranged in a 4x4 grid, an 8 bin gradient histogram is

created per grid region as shown in figure 2.4. The gradient histogram contains the

sum of the gradient responses in each grid region with longer vectors indicating strong

responses in the direction shown. As a result of the sampling each feature contains a

128-dimensional descriptor that can be used to compare the features. When searching

for a matching keypoint we expect the gradients histograms of all 16 grid regions to

be very similar in magnitude between the two keypoints.

SURF [4] is a keypoint extraction method that makes use of fast approximations
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Figure 2.5: The Gaussian second order derivative can be approximated using box
filters as shown above. Images from [4]

Figure 2.6: The images above shows a sample set of features generated by SURF.
The left image shows a circle around the strongest keypoints. The image on the right
shows the orientation and rotated sample region used to generate the descriptor.
Images from [4]

to produce a significant speed improvement over SIFT. The DOG filter in SIFT is

replaced with a fast Hessian detector, H(x, σ), evaluated at the position x and scale

σ. The Hessian matrix,

H(x, σ) =









Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)









where Lxx(x, σ) is the Gaussian second order derivative in the horizontal direction,

with Lyy(x, σ), Lxy(x, σ) being similar but in the vertical and diagonal direction. The
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Figure 2.7: In SURF the feature descriptor information is generated by computing
the sum of gradient and the sum of absolute gradient in the x and y direction. Images
from [4]

fast Hessian detector takes advantage of the fact that the large scale convolutions

can be extracted quickly from integral images using box filters. The box filters ap-

proximate the Gaussian using a rectangular convolution with constant weights for

all elements as shown in figure 2.5. In the integral image the sum of all pixel values

above and to the left of a pixel are accumulated into a single value. An integral

image can be used to compute the response of a box filter in constant time regardless

of the size of the region. Using an integral image reduces the computation cost by

making convolution a constant time operation, and removing the need to resize the

image during a change in octave. Points are selected if they contain the maximum or

minimum response in a 3x3x3 area around the points and in the previous and next

scale. The response is measured using,

det(Happrox) = DxxDyy − (0.9Dxy)
2

where D is the box filter approximation of L. When a point is selected, the gra-
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dient is used to assign an orientation as demonstrated in figure 2.6. SURF use a

64-dimensional descriptor, that like SIFT are based on gradient responses around the

feature. The descriptor uses a sixteen window grid around the point, but the his-

togram in SIFT is replaced with four values as shown in figure 2.7. The four values

are generated using the sum of the gradient response and absolute gradient response

in the x and y direction.

The key advantage of SIFT feature and SURF extraction is that they produce

high quality feature descriptors at interest points of the image. In addition, the

computation cost is predictable and can be controlled to some extent. For example,

both SIFT and SURF are rotationally invariant, however, in stereo processing it can

be assumed that a feature point will not rotate too much between the cameras. This

allows for faster feature descriptor extraction by removing the orientation assignment

and descriptor rotation phases of the feature extraction.

SIFT [3] and SURF [16] use a high dimensional feature descriptor with responses

between −1.0 and 1.0. Similarity between two features is generally measured using

the Euclidean distance between the points in a high dimensional feature space [28].

The distance from each feature to all other existing features is computed, and a match

is accepted if the best match has a distance less than the second best match distance

scaled by a threshold ratio. The feature is compared against as many other features

as possible to prevent a single point to point comparison from being accepted simply

because there is not enough information to reject the match.
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Figure 2.8: The left image is used to generate the Hough space shown on the right.
The values in the Hough space are plotted using φ on the horizontal axis and ρ on the
vertical axis. Points of high accumulation in the Hough space indicate strong lines in
the image.

2.3 Line Segments

The extraction of line segments can be approached using either global or local

methods [29]. Both methods rely on identifying boundary pixels using one of several

methods of edge detection. For more information refer to [30].

Most global line segment extraction algorithms are extensions of the generalized

Hough transform [31]. In the generalized Hough transform, each boundary pixel votes

for candidate lines in the Hough space accumulator as shown in figure 2.8. Candidate

lines are calculated using the line equation:

y ∗ sin(φ) + x ∗ cos(φ) = ρ

where x and y are the position of the pixel, φ is the orientation of a perpendicular

line to the candidate line, and ρ is the length from the origin to the perpendicular

intersection point. The accumulator is a two dimensional table that plots φ against ρ.

For each φ value in the accumulator, ρ is calculated and the resulting point at (φ, ρ)
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in the accumulator is incremented. Once all boundary pixels are processed, a search

is done in the accumulator to find peaks that exceed a threshold number of votes.

Once a peak has been found the neighbouring bins in the accumulator are suppressed

to prevent a similar line from being selected. This generalized Hough transform is

used to extract lines from the image. Many other methods have been presented, for

example [31, 32], to deal with the extraction of line segments. The primary difficulty

involved with global line segment extraction algorithms is that they have long running

times, and can generate imaginary lines formed by textured surfaces.

The simplest form of local line segment extraction uses chain coding [10]. Chain

code values represent the location of the next pixel in the chain using either a 4 or

8 connected neighbourhood. The boundary is followed starting from an initial edge

point (generally the top-left most point in the chain) and followed until the chain

returns to the start. Noise can be filtered from the chain code using a median filter

over the connection direction. The final chain code is then examined for line segments

by finding runs of equal values. Local line segment methods are more sensitive to

noise in the image, therefore most of the recent work in this field focuses on joining

small segments into larger segments [31, 29].

Line segment matching is generally considered to be a more difficult problem than

interest point matching. Although it seems simple to view line segments as simply

a connected start and end point, the problem is that the position of the end points

on line segments tend to be very unstable [16]. This makes end point matching more

difficult than single interest point matching. The two primary features of a line seg-

ment used in matching are the colour information around the line segment, and the
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topology of line segments. Bay, Ferrari, and van Gool [16] use colour information from

points three pixels to the left and right of a line segment to generate histograms. The

histograms from the two candidate lines are normalized, and the distance between

them is calculated using the Euclidean distance between histogram bins in the de-

fined colour space. The colour information produces soft matches [16] reducing the

number of potential matches. By applying the sidedness constraint [16], the incorrect

matches are filtered out to produce the final set of matching lines. The use of colour

information is limited to situations where the capture devices produced very similar

colour output. In the more common situation, colour information varies between the

images [9] due to automatic brightness and contrast correction differences between

the capture devices.

If colour information is ignored, then the matching can be based on the topology

of line segments in an image. Hollinghurst [9] has defined a set of rules for topological

matching that includes initial matching and refinement operations. Using geometric

constraints, initial matches are generated based on overlap, length ratio, orientation

difference, and disparity limit. The initial matches are refined by applying constraints

that either support or suppress a potential match. Matches are suppressed if they

match multiple lines segments or if they violate the sidedness constraint. Support is

generated by collinearity and connectivity. The forms of support that are important

include parallelism, junctions at endpoints, and T-junctions. These constraints are

applied to the initial matches until only supported matches remain.

Like point matches, line segments matching can benefit from the epipolar con-

straint. Zhang [17] examined a method of calibrating stereo cameras by measuring
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the amount of overlapping area in line segment pairs for a given calibration. Cali-

bration with line segments would be used in place of the eight point algorithm for

point-based stereo matching. In his experiments, the extrinsic calibration for the two

cameras were unknown, so the Essential matrix was estimated by using rotated points

on an icosahedron. He found that given a set of matched line segments, the Essential

matrix could be estimated as accurately as a fully calibrated trinocular system [17]

that was used as the ground truth in the experiment. One problem is that there is

no discussion of the line segment matching problem, and it appears that prematched

(possibly by a human operator) line segments were used. As a result, it is difficult to

predict how line segment-based stereo vision calibration will work in the presence of

noise found in real-world images.

2.4 Regions

The primary goal of region segmentation is to reduce the amount of information

that must be considered by higher level processes. This is achieved by representing

many pixels in an image as a single object. In real-world environments this is a very

difficult problem, since it requires more than a simple clustering of similarly coloured

pixels. This is due to the fact that objects often have inconsistent colouring, caused

by textured surfaces and uneven lighting.

Though many region-based segmentation algorithms exist, patterned and heavily

textured surfaces remain difficult to segment, since the boundary of a textured region

is generally not well defined. Many approaches have been proposed including the

use of fuzzy logic [33], wavelet transforms [34], discrete cosine transforms with Gabor
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Figure 2.9: Results of scale-space watershed segmentation using Gaussian diffusion
(Top) and CLMC (Bottom) to reduce over-segmentation. Images from [5].

filters [35], and Gabor filters with watershed transforms [36]. A key weakness of most

of these methods is that they rely on supervision during the segmentation, because

the number of textured regions must be precalculated for each image.

Researchers are attempting to address the problem of needing to know the number

or regions by developing statistical analysis algorithms [37, 38] that estimate the

number of regions. These methods attempt to group sample areas from the image

into texture bins. Then using the contents of the bins, analysis is done to determine

the number of active textures. These methods often depend on a careful selection

of parameters for the algorithm. For many application domains a simple region

segmentation may produce reasonable enough results for practical usage.

Watershed segmentation [10] is a popular form of region segmentation. Using the

gradients of an image, local minima are selected as the seeding points for new regions.

From the region seed points a hill climbing approach is used, where neighbours with

a higher gradient are added to the region. The hill climbing is repeated until all
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Figure 2.10: The region segmentation (bottom) is produced from the raw image (top).
The dot inside the regions represent the centroid point. Images from [6].

the points in the image are assigned to a region. Watershed algorithms tend to

over-segment an image due to noise in the captured processes. The effects of the

over-segmentation can be reduced using a scale-space frameworks [5], like Gaussian

diffusion and CLMC, for merging neighbouring regions as shown in Figure 2.9.

A second method for segmenting images [39] uses stack-based region growing with

simple colour thresholding. The threshold values are small enough that regions only

grow across a small portion of the image. These small regions are then merged into

larger regions based on the amount of overlapping area. By growing small portions of

a region then merging the segmentation is able to extract regions that contain simple

textures and uneven lighting. This method works well in many environments (see
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Figure 2.11: Convex hulls are used to represent the shape of regions. The hulls require
few points so they reduce the memory and processing requirements of the region. The
length of the lines radiating from the centre of mass are used as the hull signature.
Images from [6].

Fig. 2.10), since a large number of objects feature simple surface colour and texture.

The key problem with this method is that the segmentation requires several iterations

through the image and is therefore too slow to achieve real-time performance.

Segmented regions are initially represented by defining all the pixels that belong

to the region, which is inefficient for both memory usage and matching. If only the

boundaries are stored, then the memory required to represent a region is greatly

reduced. In an early version of the region segmentation considered for use in this

thesis [6], regions are reduced to a convex hull boundary using Graham’s scan [40].

The convex hull is then reduced to a signature consisting of a set of distance lines

that radiate from the regions centre of mass to its hull boundary (see Fig. 2.11).

The match quality for two regions is calculated using the sum of squared error in

the signatures. The key benefit of the signature representation is its constant size,

which allows for fast comparison. In addition, regions can be rotated quickly by

simply shifting signature values to the left or right, allowing rotated regions to be
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compared just as quickly as upright regions. Region bounding with convex hulls has

been tested and shown to be a good representation of simple objects, however, more

complex regions containing non-convex boundaries are poorly represented [6].

2.5 Belief Propagation

Belief propagation (BP) is an iterative method for solving Markov random field (MRF)

problems [11]. Solutions to the stereo matching problem use a special case of BP

known as loopy BP (LBP) since the message passing described below includes cycles

or loops in the nodes of the MRF. As an initial note, calculations are performed using

negative log probabilities, since max-product equations are replaced with min-sum,

which improves numerical stability. Using a set of finite labels, L, and pixels, P , a

label fp ∈ L is assigned to each pixel p ∈ P. The goal is to compute the quality of a

labeling at each pixel which maximizes the energy function,

E(f) =
∑

p∈P

Dp(fp) +
∑

(p,q)∈N

W (fp, fq) (2.1)

where N is the set of edges connecting the node to its neighbouring nodes. As

equation 2.1 shows, the goal is to compute a set of labels that maximize the data

match, Dp(fp), as well as maintains smoothness, W (fp, fq), across neighbouring nodes.

The optimal labeling for each node is computed using an iterative message passing

scheme that propagates information through the MRF. The messages, mt
p→q(fq), from

p to q are computed using the function,

h(fp) = Dp(fp) +
∑

s∈N (p)/q

mt−1
s→p(fp) (2.2)
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mt
p→q(fq) = min

fp

(V (fp − fq) + h(fp)) (2.3)

where N (p)/q is the neighbours of p excluding q, and V (fp − fq) is the discontinuity

cost between labels in the node. The discontinuity cost can be computed in a vari-

ety ways including the Potts, linear or quadratic model using the distance between

neighbouring labels. The message passing is run for a maximum number iterations

or until convergence, however, convergence is not guaranteed to occur in LBP [41].

LBP produces good solutions in practice, but at a high cost in both memory and

computation. In [11], LBP for stereo is implemented using disparity as the set of

labels. The data cost for a label is computed using the absolute difference of intensity

for a pixel in the first image from a pixel offset by the label’s disparity in the sec-

ond image. When the discontinuity cost is linear the LBP algorithm can distribute

the cost in linear time, since information is exchanged only with neighbouring labels

processed left to right then right to left. The computation time of the LBP imple-

mentation in [11] is O(nkT ) where n is the number of pixels, k is the number of

labels, and T is the number of iterations. To reduce T , an image pyramid is used

that propagates belief across a coarse to fine resolution version of the MRF. It should

be noted that memory requirements are significant, with 5nk floating point values

required to process the LBP. This means that a 320x240 image with 64 labels will

require just under 100MB of memory to store the finest resolution of the graph.

2.6 Summary

As the literature review above demonstrates, there is a significant amount of devel-

opment being done in the area of stereo depth extraction. Though global algorithms
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like BP and local features like SIFT and SURF have been used extensively there is

still a large gap in the number of complete solutions using line segments and regions.

The implementation details in the next chapter outline the research work that has

been done in this thesis to explore new methods of local feature-based stereo depth

extraction.
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Implementation

My approach to feature-based stereo matching involves the development of two

new feature extraction and stereo matching components. The line segment and region-

based extraction and matching developed and implemented during this thesis project

will be explained in detail. The preprocessing stage of the line segment and region-

based algorithms are the same, so they will be discussed before the feature specific

details.

3.1 Preprocessing for Line Segment and Region

Extraction

In this section, the preprocessing algorithms for the line segment and region ex-

traction will be outlined. The steps of the preprocessing algorithm are:

1. Integral Image Generation

27
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Figure 3.1: The left and right input images used in the description of the algorithm.

Figure 3.2: The integral images generated for the left and right input images.

2. Haar Feature Extraction

3. Gradient Thinning

For simplicity, speed, and grounding, the algorithms described in this implementation

will be examined using the 8-bit gray-scale images of dimensions 320x240 shown in

figure. 3.1.

The integral image is an efficient data structure for extracting large amounts of

data from images in constant time. In an integral image, the value stored in each pixel
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Figure 3.3: A partial set of Haar features used in the extraction of data from integral
images. The sum in the black area is subtracted from the sum in the white area.
This set includes both up-right and diagonal features.

is the sum of all intensities in the area above and to the left of that pixel, as shown in

figure 3.2. This means that the sum of any rectangular subregion inside the integral

image can be extracted with only four table lookups and three addition/subtraction

operations. For example, integral images can be used to apply a blur to an image with

a simple box kernel. This is achieved by taking the summed area in a rectangular

region around each point and normalizing by the area of the rectangle. The benefit

of this method over conventional blurs is that runtime is independent of the kernel

size and, unlike separable kernels, requires no additional temporary storage.

Another application of integral images is to extract arbitrarily sized Haar features

from an image. Haar features a contructed using multiple box filters as shown in

figure 3.3, and unlike a Gaussian filter provide a constant weight for each sample

in the filter. There are several Haar features that can be extracted from an image,

however, this algorithm focuses on vertical and horizontal gradient features. During
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Figure 3.4: The gradient magnitude of the left and right input images.

the Haar feature extraction stage of the algorithm, the two gradient features are

extracted at a kernel size of 4x4 (see figure 3.4), 8x8, and 12x12 pixels. The values

are cached into a lookup table to improve performance during the matching stage.

These features then provide the input for both gradient thinning and matching.

The gradient thinning algorithm is based on the Canny method [42], with the

addition of the Haar feature gradients and an efficient data structure. The goal

of this method is to extract the peak points by keeping only the strongest gradient

magnitudes along the gradient orientation. From the cached Haar features, one kernel

size is selected for gradient thinning with the most common choice being 4x4. The

points are initially thresholded using the magnitude of the gradient and are then used

to activate an edge cell (EC).

The EC is an efficient data structure for storing gradient orientations as shown in

figure 3.5, since it allows binary comparisons of the gradient orientation. Each EC is

a dual layer ring discretized into 8 cells, allowing a resolution of 45 degrees per ring.

The inner layer is offset from the outer layer by a distance of 22.5 degrees, and the
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Figure 3.5: The Edge Cell (EC) binary data structure for storing orientation infor-
mation. The key benefit of the EC structure is that it allows fast binary comparisons
of the gradients.

Figure 3.6: The edge cell activation of the points remaining after gradient thinning.

combined layers produce a 22.5 degree resolution for the EC. The gradient orientation

of each pixel activates one cell in each layer of the pixel’s EC. Using this activation,

the EC can be quickly tested for a horizontal, vertical, or diagonal orientation with a

binary logic operation. ECs can be compared against each other using either an equal

operator, which returns true if both cell layers overlap, or a similar operator, which

returns true if at least one cell layer overlaps. The thinning direction is determined

by the EC activation, and only the strongest gradient points (see figure 3.6) along
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the thinning orientation are processed further. Using the EC, a thinning direction

can be computed using two operations. For example, the EC shown in figure 3.5

can be tested to see if it is diagonal in one binary operation, and since it is true it

would then be tested to check if it is on the forward slash diagonal, which returns

false. Without the EC the fastest way to check the thinning direction would be to

use a binary search through the floating point gradient orienation value. In most

environments the binary comparisons should execute faster then the floating point

comparisons.

3.2 Line Segment Extraction and Matching

In this section, the line segment extraction and matching algorithm will be out-

lined. The steps specific to this algorithm are:

1. Binary Segmentation

2. Overlap Clean-up

3. Dynamic Program Matching

The binary segmentation is the core of the line segment extraction and makes use

of the EC data structure described above. For each active pixel, the EC is separated

into two Split ECs (SEC) with the first containing the inner ring activation, and

second containing the outer ring activation. An 8-neighbour binary segmentation [10]

then tests each of the two SECs separately against its neighbours. The binary test for

the neighbour returns true if that neighbour EC is similar (at least one cell overlaps)

to the current SEC. For example, the EC shown in figure 3.5 is split into one SEC
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Figure 3.7: The final line segments extracted by the described algorithm.

with activation only in bit number 6, and a second SEC with activation only in

bit 7. During the segmenation the SEC with bit number 6 activated will join with

neighbouring ECs that have bit 5 and 6, or 6 and 7 activate. The final result of the

segmentation is that each pixel is a member of two thinned binary regions, or line

segments as they will be referred to from now on. The overlapped line segments are

useful, but we generally prefer that each pixel only belong to a single line segment.

There are two cases of overlap that need to be cleaned up to produce the final

result. The first clean-up step is the removal of any line segments contained mostly

within another longer line segment. This is achieved by simply having each pixel cast

a vote for the longer of the two line segments for which it is a member. Any line

segment with a number of votes below a threshold is discarded. The second clean-up

step involves finding an optimal cut point for any partially overlapping line segments.

This is achieved by finding the point in the overlapping area that maximizes the area

of a triangle formed between the start of the first line segment, the cut point, and

the end point of the second line segment. The overlapping line segments are then
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trimmed back to the cut point to produce the final line segment. Any line segments

smaller than a defined threshold are discarded at the end of this stage. The final set

of line segments (see figure 3.7) are then used in the matching process.

The matching of line segments is a difficult task since the end points are generally

poorly localized and the segments can be broken into multiple pieces due to noise in

the image. In addition, some line segments may not be completely visible in both

images due to occlusion. To address these problems, a dynamic programming (DP)

solution is applied to the line segment matching problem. This implementation will be

defined as DP Line Segment Descriptor Matching (DPLSDM). The DP table consists

of points from the source line segment, ls1, making up the row header, and the points

from the matching line segment, ls2, making up the column header. The goal is to

find the overlapping area that maximizes the match value between the points of the

two line segments. To compare the points of two line segments, we return to the Haar

features extracted earlier. The match value for two point feature vectors, v1 and v2,

is calculated as the sum of the feature vector match function.
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Algorithm 1: match feature vector

Input: Feature vector v1 and v2

Output: The matching value for the features, R

M = 0, T = 0;

foreach Dimension i in v1 and v2 do

P = v1i + v2i;

if P >= 0 then

M = M + min(v1i, v2i);

T = T + max(v1i, v2i);

end

if P < 0 then

M = M + min(−v1i,−v2i);

T = T + max(−v1i,−v2i);

end

end

R = M/T

Each insertion into the table involves selecting a previous match value from the table,

adding the current match value, R, and incrementing a counter for the number of

points contributing to the final result.

The insertion of the match values into the dynamic programming table requires

certain assumptions to prevent the table from becoming degenerative. The assump-

tions are defined algorithmically using the variables x for the current column, y for

the current row, Dp for the dynamic programming table, St for the match sum table,

Ct for the point count table, and R for the current match value. The Dp value is

generated from St/Ct and for simplicity the assignment Dp[x][y]← Dp[x− 1][y − 1]
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Figure 3.8: Entries along the diagonal may only move along the diagonal, while those
outside the diagonal may move towards or parallel to the diagonal.

is actually St[x][y] = St[x− 1][y − 1] + R and Ct[x][y] = Ct[x− 1][y − 1] + 1. With

that in mind, the assumptions used to generate the Dp table are:

1. To prevent oscillation, if a match diverges from the centre line it cannot converge

back to the centre line. The entries in the table sample previous entries as shown

in figure 3.8, and is enforced using the algorithm 2.
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Algorithm 2: compute match

Input: The empty line matching dynamic programming table Dp for ls1 and

ls2

Output: The completed line matching dynamic programming table Dp for

ls1 and ls2

foreach Element, x, in the ls1 do

foreach Element, y, in the ls2 do

if x = y then

Dp[x][y]← Dp[x− 1][y − 1];

end

if x > y then

Dp[x][y]← compute best(Dp[x− 1][y − 1], Dp[x− 1][y]);

end

if x < y then

Dp[x][y]← compute best(Dp[x− 1][y − 1], Dp[x][y − 1]);

end

end

end

2. No point in the first line can match more than two points in the second line.

This prevents the table from repeatedly using one good feature to compute all

matches, and is enforced by defining the behaviour of the compute best function

using algorithm 3. This assumption enforces a general belief that two matching

line segments will have a comparable length in the range of 50% to 200% in the

number of points in each line segment.
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Algorithm 3: compute best

Input: Element index x1, y1 in ls1, and x2, y2 in ls2

Output: The best match results from either x1, y1 or x2, y2

if Ct[x1][y1] > Ct[x2][y2] + 1 then

return Dp[x2][y2];

end

if Ct[x1][y1] + 1 < Ct[x2][y2] then

return Dp[x1][y1];

end

return max(Dp[x1][y1], Dp[x2][y2]);

The best match value is checked in the last column for all rows with an index greater

than or equal to the length of ls2, or for any entries in Ct with a count equal to

the size of ls1. Once a best match value is found, a back trace is done through the

table to find the point match that produced the best match. The position difference

between the matched points in ls1 and ls2 is used to determine the disparity of the

matched pixels. Linear regression is used to generate a disparity function that maps

a point in the line to a disparity value for each point in ls1. The best match value is

then recalculated using the disparity generated by the linear regression line, since the

best match value should be based on the final disparity match. The matching process

is repeated for all ls2 segments in the potential match set. A matching example is

shown in figure 3.9.

To reduce the number of line segments that are compared in the DPLSDM, a few

simple optimizations are performed. The primary filtering is achieved by only com-

paring line segments that have similar edge cell activations. The secondary method

is to apply a threshold to the maximum search space, and this is done in two ways.
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Figure 3.9: An example match table is shown in the top-left. The count table (Ct)
(top-right) and sum table (St) (bottom-left) are generated iteratively using algorithms
1, 2, and 3. The resulting dynamic programming (bottom-right) table is generated
by combining the St and Ct table. From the best matching entry in the outer edge
of the table, the best path is back traced through the dynamic programming table
by selecting the best previous entry using the same direction rules that generated the
table.

The first threshold involves placing a bounding rectangle extended by the size of

the search space around ls1, with a second rectangle placed around ls2. If the two

bounding rectangles overlap, then the comparison continues. The second threshold

is done on a point-by-point basis, with points outside the search space receiving a

match value of zero. These simple optimizations greatly increase the speed of the

algorithm, making real-time performance achievable.
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A final filtering process is applied in the DPLSDM to account for line segments

that have no exact match in the second image. Noise during the line segment extrac-

tion can cause a segment to be split into multiple pieces making the matching process

more error prone. To address this problem, the best disparity functions generated by

the linear regression at the end of the matching process is stored and then applied to

each line segment once more. A matching score for the line segment is generated by

applying the disparity function to each point in the line segment and computing the

error between the point in the first image and the displaced point in the second image

using algorithm 1. The disparity function that produces the lowest match score is

used to generate the final disparity image.

3.3 Region Extraction and Matching

The region extraction method is adapted from a path planning algorithm using

Flexible Binary Space Partitioning (FBSP) [43]. The adapted FBSP separates an

image into regions of occupied and free space by recursively cutting the image into

subregions at a cutting line. The gradient thinned edge activation is used to identify

occupied and free space in the image. Any active EC in the thinned image will be

flagged as occupied, with all other points assigned as free space. The cutting line is

selected by computing the entropy and information gain, at each row and column in

the current region.
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Figure 3.10: The regions selected from the test image using flexible binary space
partitioning.

Algorithm 4: compute entropy

Input: The percentage of free, Pf , and occupied, Po, space

Output: The entropy, E, of the subregion

E = −(Pf ∗ log 2(Pf ))− (Po ∗ log 2(Po));

Algorithm 5: compute gain

Input: The entropy, E, of regions RB, R0, and R1

Output: The information gain, G, of a region cut

G = ERB − (area(R0) ∗ ER0 + area(R1) ∗ ER1)/area(RB);

Entropy and information gain is computed using the percentage of free, Pf , and

occupied, Po, space resulting from the candidate cutting line. The entropy E of

a subregion is calculated using algorithm 4. The information gain, G, for a base

region, RB, and two subregions, R0 and R1, created by splitting RB at the cut

line is calculated using algorithm 5. The cut that produces the highest information

gain is used if the gain is greater than zero. Using an integral image generated from

the gradient thinned edge activation, Pf and Po for each region can be computed in
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constant time for all possible cut lines. A sample segmentation using this method is

shown in Figure 3.10.

Stereo matching is achieved using the same feature descriptor and matching func-

tion as the DPLSDM algorithm 1. The difference in FBS Descriptor Matching (FB-

SDM) is where the feature comparison is done. Initial investigations indicated that

matching cut points in the left and right FBSP results produced unreliable results,

since the cutting order in the FBSP was inconsistent between similar images. This

led to a matching solution that required an exhaustive evaluation of the search space.

It was thought that the regions could be matched by creating a feature descriptor

contained within the entire boundary of the region. This matching method, however,

produced poor results due to occlusions in the image. To achieve more robust results,

feature points are selected at the four corner points and the centre of a region. From

the five points, the four strongest matches at each disparity in the search space are

used to produce the final match result. The disparity that produces the strongest

matching result is assigned to all pixels in the region.
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Evaluation

4.1 Middlebury Data Set

The Middlebury data set [7] is considered a standard in the evaluation of dense

stereo vision algorithms. The data set was expanded in [44, 45] to include more

stereo pairs. The key advantage of the stereo pairs provided in the Middlebury set

is that they include both input images and dense disparity maps. There are several

tests defined in [7] for comparison of dense two frame stereo methods. These tests

include the total number of matching pixels in the entire image, in areas of occlusion,

and in textureless regions. The area of occlusion test targets regions that are only

visible from a single image. The textureless regions provide information about the

ability of an algorithms to in-fill areas with no matchable information. These tests

are not well suited for semi-dense stereo matching, since they focus on areas with

little or no matchable information. Unlike dense algorithms, semi-dense methods

focus on areas of maximum information density in the image. Therefore, a different

43
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performace metric is used in this evaluation.

4.2 Quantitative Evaluation

This evaluation includes four methods of stereo matching applied to images from

the 2005 and 2006 Middlebury stereo set [7]. For each of the images in the stereo set

four algorithms are used to produce a disparity image. The four algorithms are:

1. Loopy belief propagation (LBP)

2. Speeded-up robust features (SURF)

3. Dynamic programming line segment descriptor matching (DPLSDM)

4. Flexible binary space descriptor matching (FBSDM)

LBP and SURF were selected for comparison along with DPLSDM and and FB-

SDM primarily due to the availablity of working implementations of the algorithms.

However, they are good choices since the represent two ends of the stereo matching

sectrum. SURF uses local feature points with high dimensional feature comparison,

while LBP uses a global framework and simple color difference-based comparison. In

addition, both methods have very few parameters that require hand tuning to achieve

reasonable results.

The disparity image for each method is evaluated for the percentage of active

pixels and percentage of correct matches within +/− 1 pixel of the disparity defined

by the ground truth disparity image. The +/ − 1 threshold for correctness is used

to account for the sub-pixel disparity errors not handled in the matching algorithm.
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Figure 4.1: The matching results for unoccluded pixels within 1 pixel of error com-
pared against the ground truth disparity image. The above graphs show the percent-
age of correctly matched pixels among the active pixels identified by the three feature
extraction algorithms. Tests were performed using the entire 2005/2006 Middlebury
Stereo set [7].
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In addition, results are evaluated at unoccluded pixels by identifying pixels that map

from the left to right and right to left disparity image. The basis for this evaluation

is that if some form of occlusion detection existed in the matching algorithm, then

it would discard errors in occluded regions which cannot be matched. Summary

statistics are generated for each method across the entire image set, and the original

per image results are also shown in Figure 4.1.

A paired t-test of the four methods of stereo matching is applied using the per-

centage of correct matches within +/− 1 for each image set. Testing if DPLSDM >

SURF produces a t-score of 7.778, DPLSDM > FBSDM produces a t-score of 6.24,

and DPLSDM > LBP produces a t-score of 3.4. Comparing DPLSDM against the

other three methods produces 1-sided p’s less than 0.05 indicating that DPLSDM

produces results that are statistically better.

Two examples where all four methods performed well are the Cloth 1 (see Fig-

ure C.9) and Rocks 1 (see Figure C.24) image pairs. Both of these image pairs have

a smooth disparity image with very little occlusion. In addition, the objects in the

environment are rich with texture; however in the Cloth 1 image set the texture is

created by a repeating pattern. The SURF features performed the most poorly, and

this probably occurred for several reasons. SURF will encounter problems when the

features appear to be very similar, since the best match must be better than the

second best match using a ratio threshold. Since the feature descriptor for each of

the textured patches in the image will be very similar, it is very likely that those fea-

tures will be discarded. The DPLSDM and FBSDM methods performed extremely

well on the two test pairs, indicating that their feature descriptor is extremely robust
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when dealing with repeated textures. In general, the DPLSDM and FBSDM methods

appear to perform best when the line segments or regions are small, and the dispar-

ity image is smooth. The LBP outperformed the other three methods on these two

test images indicating that it achieves significant benefits when disparity images are

smooth.

The Art (see Figure C.2) and Lampshade 1 (see Figure C.15) image pairs provided

the most challenge for all four methods. These image pairs contain highly variable

disparity images with large areas of occlusion. In addition, they contain a number of

thin objects that occlude textured surfaces. As a result, the descriptor generated at

the boundary between the thin object and the textured surface can be very different.

Since SURF, DPLSDM, and FBSDM use boundary descriptors they are all degraded

by the complex boundary interaction. A problem specific to the FBSDM method

is visible in these image pairs as well. When large areas of untextured surfaces

are extracted it is very likely that they will be cut into multiple pieces due to the

splitting criteria. If a region contains only points inside the untextured surface, then

the region will match to some arbitrary location inside the untextured surface, causing

all matches within that region to be incorrect. The LBP was degraded significantly

as well, which is most likely caused by the sharp changes in the disparity image.

The sharp changes prevent the smoothness term from having a strong effect on the

outcome, therefore data matching is more heavily relied on.
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4.3 Qualitative Evaluation

To aid in evaluation, the Middlebury stereo set are preprocessed to apply con-

straints to the stereo pairs. All image pairs in the Middlebury set are aligned using

epipolar rectified, so the search space is limited to the same row in both the left and

right image. Also, the minimum and maximum horizontal disparity is known for all

stereo pairs. Although these constraints are used in the evaluation of the SURF,

DPLSDM, and FBSDM stereo methods, it will be shown that all three methods work

well even when these constraints are not maintained. The LBP has been excluded

from these tests due to a lack of support for 2-D search spaces and an extremely large

memory requirement.

The problem with constrained image pairs is that they represent a best case envi-

ronment for solving stereo vision problems. In mobile robotics, the environment is far

more dynamic, with many unknowns with regards to the camera position and capture

settings. To rectify image pairs camera calibration or an initial estimate of the epipo-

lar geometry must be performed. The camera calibration can be represented in terms

of absolute camera positions with the essential matrix, or using the estimates in the

fundamental matrix. The calibrations can be precomputed and used very effectively

if the two cameras are locked in position relative to one another other. A problem

arises, however, if the robot must change the camera’s convergence distance to adjust

focus between near and far objects. Changing the convergence distance of the two

cameras changes the configuration of the stereo cameras, a property that is difficult

to compensate for using precomputed calibrations. Allowing variable convergence

also introduces a problem with minimum and maximum disparity ranges, making it
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difficult to constrain the search space. In addition, unrectified image pairs have both

horizontal and vertical disparity components that increase the search from a 1-D line

to a 2-D region. Since no ground truth disparity image exists for the natural scenes

discussed in this section, a qualitative comparison will be used.

The similarity of displacement images is simply evaluated by finding an assigned

displacement in the SURF output and locating a nearby measurement in the same

position of the DPLSDM and FBSDM output. If the displacement in all three meth-

ods are within a few pixels they are considered similar. Due to the difference in the

location of assigned feature point, accurate quantitative result are difficult to extract

from the output. As a result, visual inspection of the similarity between the output

is suggested.

The hand scene (see figure 4.2) is captured using two average quality web cameras

that produce low levels of noise and have similar colour properties. Prominent features

in the scene include a hand near the camera, desks in the background, a solid coloured

wall, and high saturation in one image from a window. This scene has a large disparity

range in both the horizontal and vertical direction. For the SURF, DPLSDM, and

FBSDM stereo methods a search space of +/ − 40 pixels horizontally and +/ − 20

pixels vertically is used on the 320x240 pixel images. The resulting disparity images

appear very similar across the three methods. The region-based method produces a

large area of error in the untextured area of the image. All three features produce

incorrect results in the occluded area to the left of the hand, as expected due to a

lack of occlusion handling.

The dungeon scene (see figure 4.3) is captured using two poor quality web cameras.
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The colour difference between the two frames is significant due to brightness/contrast

differences in the camera capture settings. Like the previous example, this scene has

a very large horizontal and vertical disparity. The search space used for matching in

this image set is +/−40 pixels horizontally and +/−40 pixels vertically with an image

size of 320x240. Once again all three methods produce similar disparities, with the

region based method failing on the large untextured area of the wall. This example

demonstrates that all three methods are extremely robust to colour differences in the

capture device due to the fact that they primarily focus on colour gradients.

4.4 Real-time Performance Evaluation

Runtime is an important consideration when choosing a stereo algorithm for

real-time tasks including USAR robotics. LBP, SURF, DPLSDM, and FBSDM are

evaulated using a Linux operating system with a single core 1.8Ghz processor with

1GB of RAM. The performance evaluations are done with the Middlebury test images

for consistency. For each image pair, the loopy belief propagation, SURF, line seg-

ment and region-based stereo algorithms are run five times with mean and standard

deviation shown in seconds of processing time in figure 4.4.

The first difference worth noting in the runtimes is that the LBP requires signifi-

cantly more time than the feature-based methods. High runtimes for the LBP result

from every label in every pixel requiring processing on each iteration. Feature based

methods generally only require a few passes over every pixel in the input image before

the data set is reduced for matching. Figure 4.4 clearly demonstrates the cost of using

a global solution for the stereo matching problem.
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The SURF, DPLSDM, and FBSDM stereo methods achieve similar runtime per-

formance which is generally below one second per frame as shown in figure 4.5. The

books image pair (see Figure C.6) is a good example of when the environment is

computationally expensive for the DPLSDM. When the DP table used in the line

segment matching involves many long line segments the algorithm can require a sig-

nificant amount of processing. In general, the runtimes for these three methods are

similar enough to not have a significant impact on the choice of stereo algorithms.
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Figure 4.2: Hand. Images of a hand against an indoor background. The top left and
right images are the original captured images. The resulting disparity image from
the left image for the SURF (middle-left), DPLSDM (middle-right), and FBSDM
(bottom) based stereo. Dark pixels are near to the camera, bright pixels are further
from the camera.
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Figure 4.3: The Dungeon. Images of an indoor scene with a large disparity and
colour difference between the two cameras. The top left and right images are the
original captured images. The resulting disparity image from the left image for the
SURF (middle-left), line segment (middle-right), and region (bottom) based stereo
matching. Bright pixels are near to the camera, dark pixels are further from the
camera.
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Figure 4.4: The runtime statistics of the four stereo algorithms used in the quantita-
tive evaluation. Tests were performed using the entire 2005/2006 Middlebury Stereo
set [7].
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Figure 4.5: The runtime statistics of the three local feature based stereo algorithms
used in the quantitative evaluation. Tests were performed using the entire 2005/2006
Middlebury Stereo set [7].
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Conclusion

This thesis provides a description and comparison of four methods for stereoscopic

disparity extraction. The evaluation shows that the DPLSDM provide more reliable

results then LBP, SURF, and FBSDM for each matched pixel. Evaluations of accu-

racy using the 2005 and 2006 Middlebury stereo set show that on average DPLSDM

outperformed LBP by 10.8%, FBSDM by 14.2%, and SURF by 22.8%. DPLSDM

also provides runtime performance similar to SURF and FBSDM, while significantly

outperforming the LBP’s global framework. Though DPLSDM produces more accu-

rate results using the defined accuracy metric it is still semi-dense with an average

of 9.6% coverage in the disparity image. In addition it provides no framework for

infilling untextured regions or identifying occluded regions of the image.

The main contribution of this thesis is the DPLSDM and FBSDM algorithms

that have been described and evaluated in this thesis. The development of DPLSDM

included the introduction of the EC data structure for storing gradient orientations.

The EC data structure provides a computationally efficient method of storing and

56
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performing operations on orientation information. The introduction of this data

structure was essential to improving the performance of the gradient thinning and

line segment extraction algorithms.

The line segment extraction algorithm allows fast local extraction of line segment

features from an image. Combined with the filtering stage, the algorithm produces

high quality line segments for use in stereo matching. With some additional effort

focused on infilling gaps produced by noise in the image, I believe this method of

extraction could produce some of the highest quality line segments available for com-

puter vision applications.

The line segments and feature descriptors extracted at each point provide the

frame work for a dynamic programming solution which achieves high levels of ac-

curacy. The key to making use of dynamic programming in this algorithm was the

replacement of the standard minimization and penalty value with a maximization and

count table. The maximization and count produce accurate results even when match-

ing different size line segments, without requiring a hand tuned penalty value. The

use of dynamic programming to solve line segment matching is quite novel, however,

I believe that this matching method can be significantly improved upon as discussed

in the future work section.

The FBSDM introduces a new method of performing fast region segmentation.

The fast segmentation uses flexible binary space partitioning and integral images

to produce a fast over-segmented image. The regions produce good-quality dense

disparity images with the exception of regions in large open spaces. The FBSDM

could be improved upon by adding a post segmentation merging stage that combines
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neighbouring regions if there is no active pixels seperating them, but this is left for

future consideration.

In summary, the DPLSDM and FBSDM explore an interesting new approach

to generating stereo displarity images. With some refinement, I believe these data

structures and algorithms could provide a significant improvement to stereo vision

systems and computer vision in general.

5.1 Future Work

A limitation of the DPLSDM implementation is that errors early in the dynamic

programming table propagate through the rest of the solution. Future work should

focus on replacing the dynamic programming structure with a more robust method of

sharing information between nodes on the line segment. One option would be to use

belief propagation with information shared between neighbouring points on the line

segment. Unlike the dynamic programming solution, belief propagation would move

information both forwards and backward through the line segment. In addition, since

the line segment does not contain loops it is guaranteed to converge to a solution.

The feature descriptor is also a useful area for further study. Since the feature

descriptor is fundamental to any stereo matching algorithm it should be a priority to

find the best possible method of extracting the descriptor. A good feature descriptor

must balance the speed and quality of the extraction and matching process. This

thesis demonstrates that integral images provide a fast method of feature extraction,

but the feature is limited to being built with box filters. Further investigation will be

necessary to determine if the speed benefits of integral image features offset the loss
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in precision of the box filter.
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Appendix A

Summary Evaluation Results

These summary results indicate the means and standard deviations for the SURF,

DPLSDM, FBSDM, and LBP stereo method. The results are produced using all the

images in the 2005/2006 Middlebury stereo set. In addition, results are shown for the

occluded and unoccluded evaluations.

The t-scores are generated using a 1-sided paired t-test. Any 1-tailed p value less

than 0.05 shows that the method defined in the column is statically greater than the

method defined in the row.

All Points Coverage % 1 Pix(Matched) 1 Pix(Total)

SURF 0.068 +/- 0.054 52.556 +/- 14.246 0.034 +/- 0.026

DPLSDM 9.645 +/- 2.760 71.855 +/- 11.498 7.030 +/- 2.419

FBSDM 98.855 +/- 1.533 59.581 +/- 18.244 58.974 +/- 18.284

LBP 97.094 +/- 4.908 62.642 +/- 19.089 64.070 +/- 18.022

Table A.2: Summary statistics for all matched points
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Unoccluded Coverage % 1 Pix(Matched) 1 Pix(Total)

SURF 0.071 +/- 0.057 55.991 +/- 15.909 0.038 +/- 0.029

DPLSDM 9.535 +/- 2.892 78.822 +/- 10.052 7.614 +/- 2.601

FBSDM 99.563 +/- 1.445 64.690 +/- 19.126 64.485 +/- 19.294

LBP 97.357 +/- 5.082 68.011 +/- 20.335 69.340 +/- 19.022

Table A.4: Summary statistics for unoccluded matched points

t-score SURF DPLSDM FBSDM LBP

SURF -7.778 -2.01 -2.93

DPLSDM 7.78 6.24 3.4

FBSDM 2.01 -6.24 -2.07

LBP 2.93 -3.4 2.07

Table A.6: The t-scores from a one sided t-test comparing each pair of algorithms
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1-tailed p SURF DPLSDM FBSDM LBP

SURF 1.0 0.9723 0.9965

DPLSDM < 0.0001 < 0.0001 0.0011

FBSDM 0.0277 1.0 0.9756

LBP 0.0035 0.9989 0.0244

Table A.8: The 1-tailed p from a one sided t-test comparing each pair of algorithms
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Full Evaluation Results

The tables below show the individual results for each image sequence when pro-

cessed using the SURF, DPLSDM, FBSDM, and LBP stereo methods. The results

in the table below are for all pixels in the disparity image.

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Aloe SURF 99 0.080 52.525 0.042

Aloe DPLSDM 10971 8.906 65.190 5.806

Aloe FBSDM 123018 99.864 70.377 70.281

Aloe LBP 122941 99.801 85.017 84.848

Art SURF 156 0.112 33.333 0.037

Art DPLSDM 16821 12.068 53.409 6.445

Art FBSDM 134237 96.304 46.910 45.176

Art LBP 137651 98.753 58.857 58.123

Baby1 SURF 17 0.014 58.824 0.008

Continued on next page
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Table B.1 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Baby1 DPLSDM 10760 8.766 80.641 7.069

Baby1 FBSDM 122680 99.948 73.944 73.906

Baby1 LBP 122137 99.505 83.469 83.057

Baby2 SURF 37 0.031 24.324 0.007

Baby2 DPLSDM 13251 10.955 83.118 9.105

Baby2 FBSDM 120099 99.286 71.452 70.942

Baby2 LBP 120902 99.950 72.813 72.776

Baby3 SURF 46 0.038 23.913 0.009

Baby3 DPLSDM 11068 9.123 68.070 6.210

Baby3 FBSDM 120877 99.632 62.377 62.147

Baby3 LBP 120575 99.383 77.295 76.818

Books SURF 170 0.122 51.765 0.063

Books DPLSDM 19279 13.867 75.715 10.500

Books FBSDM 138095 99.332 72.250 71.768

Books LBP 133638 96.127 70.602 67.867

Bowling1 SURF 18 0.015 66.667 0.010

Bowling1 DPLSDM 6335 5.227 52.849 2.762

Bowling1 FBSDM 121076 99.894 33.680 33.645

Bowling1 LBP 118399 97.686 33.331 32.559

Bowling2 SURF 41 0.033 63.415 0.021

Continued on next page
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Table B.1 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Bowling2 DPLSDM 8546 6.800 61.725 4.197

Bowling2 FBSDM 123250 98.067 40.292 39.513

Bowling2 LBP 124515 99.073 49.518 49.059

Cloth1 SURF 76 0.061 78.947 0.048

Cloth1 DPLSDM 11464 9.215 91.975 8.476

Cloth1 FBSDM 123250 99.074 89.700 88.869

Cloth1 LBP 124017 99.691 94.850 94.556

Cloth2 SURF 74 0.057 51.351 0.030

Cloth2 DPLSDM 12243 9.505 80.683 7.669

Cloth2 FBSDM 127069 98.647 74.333 73.327

Cloth2 LBP 127788 99.205 59.011 58.542

Cloth3 SURF 190 0.154 61.053 0.094

Cloth3 DPLSDM 11959 9.698 86.696 8.408

Cloth3 FBSDM 122565 99.390 81.175 80.680

Cloth3 LBP 123256 99.951 89.377 89.332

Cloth4 SURF 92 0.071 57.609 0.041

Cloth4 DPLSDM 12330 9.574 85.742 8.209

Cloth4 FBSDM 126812 98.472 80.829 79.594

Cloth4 LBP 127734 99.188 83.538 82.860

Dolls SURF 258 0.186 48.450 0.090

Continued on next page
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Table B.1 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Dolls DPLSDM 15351 11.044 73.826 8.154

Dolls FBSDM 138295 99.496 65.581 65.251

Dolls LBP 137567 98.973 72.975 72.226

Flowerpots SURF 10 0.009 30.000 0.003

Flowerpots DPLSDM 10623 9.519 59.936 5.705

Flowerpots FBSDM 108531 97.254 43.318 42.129

Flowerpots LBP 111595 100.000 51.535 51.535

Lampshade1 SURF 19 0.015 52.632 0.008

Lampshade1 DPLSDM 9117 7.278 60.623 4.412

Lampshade1 FBSDM 124902 99.702 40.622 40.501

Lampshade1 LBP 125255 99.984 53.086 53.078

Lampshade2 SURF 14 0.011 42.857 0.005

Lampshade2 DPLSDM 7273 5.749 58.793 3.380

Lampshade2 FBSDM 126026 99.621 33.638 33.510

Lampshade2 LBP 110079 87.015 42.947 37.371

Laundry SURF 269 0.201 30.483 0.061

Laundry DPLSDM 19285 14.395 62.945 9.061

Laundry FBSDM 133202 99.427 55.805 55.485

Laundry LBP 131811 98.388 57.469 56.543

Midd1 SURF 103 0.075 55.340 0.041

Continued on next page
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Table B.1 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Midd1 DPLSDM 9660 7.025 73.602 5.171

Midd1 FBSDM 127113 92.442 37.978 35.108

Midd1 LBP 119618 86.992 54.063 47.030

Midd2 SURF 111 0.084 47.748 0.040

Midd2 DPLSDM 9062 6.817 63.264 4.313

Midd2 FBSDM 132400 99.603 32.092 31.965

Midd2 LBP 122080 91.839 33.815 31.055

Moebius SURF 132 0.095 50.000 0.047

Moebius DPLSDM 17360 12.490 75.864 9.476

Moebius FBSDM 138005 99.292 67.195 66.720

Moebius LBP 137872 99.196 71.259 70.686

Monopoly SURF 126 0.095 55.556 0.053

Monopoly DPLSDM 13416 10.164 81.902 8.324

Monopoly FBSDM 131998 100.000 74.692 74.692

Monopoly LBP 129118 97.818 37.051 36.243

Plastic SURF 13 0.010 61.538 0.006

Plastic DPLSDM 5457 4.325 58.604 2.534

Plastic FBSDM 124953 99.024 34.249 33.914

Plastic LBP 100952 80.003 42.624 34.101

Reindeer SURF 114 0.085 52.632 0.045

Continued on next page



Appendix B: Full Evaluation Results 75

Table B.1 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Reindeer DPLSDM 12697 9.506 61.849 5.879

Reindeer FBSDM 132083 98.886 47.940 47.406

Reindeer LBP 132820 99.438 71.772 71.368

Rocks1 SURF 98 0.080 69.388 0.055

Rocks1 DPLSDM 12972 10.534 83.302 8.775

Rocks1 FBSDM 122331 99.343 80.558 80.028

Rocks1 LBP 122371 99.376 83.026 82.508

Rocks2 SURF 104 0.084 60.577 0.051

Rocks2 DPLSDM 11345 9.198 87.043 8.006

Rocks2 FBSDM 121699 98.670 84.886 83.756

Rocks2 LBP 122966 99.697 86.885 86.622

Wood1 SURF 3 0.002 66.667 0.001

Wood1 DPLSDM 18353 13.464 82.079 11.051

Wood1 FBSDM 136091 99.836 61.022 60.921

Wood1 LBP 133011 97.576 59.296 57.859

Wood2 SURF 14 0.011 71.429 0.008

Wood2 DPLSDM 19404 15.193 70.625 10.730

Wood2 FBSDM 125891 98.572 51.790 51.050

Wood2 LBP 123794 96.930 54.394 52.724
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The results in the table below are for all pixels in the disparity image that are not

contained within occlusions.

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Aloe SURF 90 0.082 57.778 0.047

Aloe DPLSDM 9498 8.625 72.868 6.285

Aloe FBSDM 110001 99.896 77.641 77.560

Aloe LBP 110084 99.971 92.587 92.561

Art SURF 133 0.123 39.098 0.048

Art DPLSDM 12885 11.919 65.596 7.818

Art FBSDM 107590 99.522 56.352 56.082

Art LBP 108065 99.961 70.783 70.756

Baby1 SURF 16 0.014 62.500 0.009

Baby1 DPLSDM 9702 8.423 87.961 7.409

Baby1 FBSDM 115124 99.944 77.956 77.913

Baby1 LBP 115168 99.983 87.888 87.873

Baby2 SURF 33 0.029 27.273 0.008

Baby2 DPLSDM 12279 10.732 88.012 9.445

Baby2 FBSDM 114125 99.746 74.489 74.300

Baby2 LBP 114415 99.999 76.013 76.012

Baby3 SURF 37 0.034 29.730 0.010

Baby3 DPLSDM 10005 9.233 74.313 6.861

Baby3 FBSDM 108362 100.000 68.834 68.834

Continued on next page
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Table B.2 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Baby3 LBP 107784 99.467 83.548 83.102

Books SURF 168 0.132 52.381 0.069

Books DPLSDM 17600 13.824 80.926 11.187

Books FBSDM 127298 99.986 77.760 77.749

Books LBP 122564 96.268 75.773 72.945

Bowling1 SURF 18 0.017 66.667 0.011

Bowling1 DPLSDM 5256 4.882 63.394 3.095

Bowling1 FBSDM 107650 99.987 37.741 37.736

Bowling1 LBP 105887 98.349 36.193 35.596

Bowling2 SURF 40 0.036 65.000 0.023

Bowling2 DPLSDM 7213 6.469 71.593 4.632

Bowling2 FBSDM 111181 99.717 43.898 43.773

Bowling2 LBP 111298 99.822 54.103 54.007

Cloth1 SURF 76 0.065 78.947 0.051

Cloth1 DPLSDM 10842 9.261 97.049 8.988

Cloth1 FBSDM 116942 99.890 94.342 94.238

Cloth1 LBP 117071 100.000 99.035 99.035

Cloth2 SURF 70 0.061 52.857 0.032

Cloth2 DPLSDM 11016 9.639 87.600 8.444

Cloth2 FBSDM 114205 99.934 81.577 81.523

Continued on next page
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Table B.2 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Cloth2 LBP 113684 99.478 64.415 64.079

Cloth3 SURF 188 0.164 60.638 0.099

Cloth3 DPLSDM 11161 9.710 91.649 8.899

Cloth3 FBSDM 114779 99.859 86.011 85.890

Cloth3 LBP 114940 99.999 93.622 93.621

Cloth4 SURF 86 0.077 61.628 0.047

Cloth4 DPLSDM 10998 9.856 93.935 9.258

Cloth4 FBSDM 111498 99.916 90.548 90.472

Cloth4 LBP 111592 100.000 94.029 94.029

Dolls SURF 248 0.202 49.194 0.099

Dolls DPLSDM 13242 10.790 82.246 8.875

Dolls FBSDM 122624 99.920 72.088 72.030

Dolls LBP 122658 99.948 79.775 79.733

Flowerpots SURF 10 0.010 30.000 0.003

Flowerpots DPLSDM 9683 9.501 65.372 6.211

Flowerpots FBSDM 101405 99.498 46.128 45.896

Flowerpots LBP 101917 100.000 55.053 55.053

Lampshade1 SURF 19 0.017 52.632 0.009

Lampshade1 DPLSDM 7666 6.839 68.497 4.684

Lampshade1 FBSDM 111865 99.792 44.646 44.553

Continued on next page
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Table B.2 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Lampshade1 LBP 112098 100.000 57.253 57.253

Lampshade2 SURF 14 0.012 42.857 0.005

Lampshade2 DPLSDM 6043 5.372 67.334 3.617

Lampshade2 FBSDM 112224 99.769 37.064 36.979

Lampshade2 LBP 96067 85.405 47.446 40.521

Laundry SURF 226 0.200 34.956 0.070

Laundry DPLSDM 16049 14.168 71.413 10.117

Laundry FBSDM 113039 99.787 64.719 64.582

Laundry LBP 111874 98.759 66.815 65.986

Midd1 SURF 99 0.078 57.576 0.045

Midd1 DPLSDM 8616 6.747 80.896 5.458

Midd1 FBSDM 117981 92.385 40.390 37.315

Midd1 LBP 110374 86.428 57.321 49.542

Midd2 SURF 101 0.082 52.475 0.043

Midd2 DPLSDM 8138 6.577 69.292 4.557

Midd2 FBSDM 123686 99.958 33.801 33.787

Midd2 LBP 113021 91.339 36.055 32.932

Moebius SURF 123 0.098 53.659 0.053

Moebius DPLSDM 15423 12.342 82.066 10.128

Moebius FBSDM 124782 99.853 73.290 73.182

Continued on next page
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Table B.2 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Moebius LBP 124630 99.731 77.521 77.312

Monopoly SURF 124 0.104 56.452 0.059

Monopoly DPLSDM 12690 10.617 85.311 9.057

Monopoly FBSDM 119527 100.000 77.593 77.593

Monopoly LBP 116924 97.822 40.629 39.744

Plastic SURF 13 0.011 61.538 0.007

Plastic DPLSDM 4488 3.871 65.107 2.520

Plastic FBSDM 115829 99.904 36.611 36.576

Plastic LBP 94156 81.211 44.410 36.066

Reindeer SURF 102 0.090 58.824 0.053

Reindeer DPLSDM 10161 8.983 75.632 6.794

Reindeer FBSDM 112859 99.780 55.027 54.906

Reindeer LBP 112946 99.857 82.093 81.976

Rocks1 SURF 92 0.080 73.913 0.059

Rocks1 DPLSDM 12175 10.587 87.326 9.245

Rocks1 FBSDM 114960 99.962 85.059 85.027

Rocks1 LBP 114549 99.604 86.817 86.474

Rocks2 SURF 102 0.089 61.765 0.055

Rocks2 DPLSDM 10745 9.397 90.396 8.494

Rocks2 FBSDM 114308 99.966 89.848 89.818

Continued on next page
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Table B.2 – continued from previous page

Test Set Match Coverage % 1 Pix (Matched) 1 Pix (Total)

Rocks2 LBP 114274 99.936 90.684 90.626

Wood1 SURF 2 0.002 100.000 0.002

Wood1 DPLSDM 16723 13.635 87.604 11.945

Wood1 FBSDM 122578 99.945 67.510 67.472

Wood1 LBP 120025 97.863 65.007 63.618

Wood2 SURF 14 0.012 71.429 0.008

Wood2 DPLSDM 18195 15.445 74.795 11.552

Wood2 FBSDM 116963 99.285 55.707 55.308

Wood2 LBP 114785 97.436 57.318 55.849
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The results in the table below are runtime mean and standard deviation for each

image pair in millisecond.

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Aloe SURF 629.6 73.6

Aloe DPLSDM 500.8 52

Aloe FBSDM 384 16.8

Aloe LBP 4712 48.2

Art SURF 786.6 11.7

Art DPLSDM 635.2 10.1

Art FBSDM 351.4 7.6

Art LBP 4944 42.2

Baby1 SURF 240 7.4

Baby1 DPLSDM 446.6 8.7

Baby1 FBSDM 296.6 1.3

Baby1 LBP 4458 35.6

Baby2 SURF 291.8 11.1

Baby2 DPLSDM 607.8 16.5

Baby2 FBSDM 294.4 3

Baby2 LBP 4416 27

Baby3 SURF 330.2 9.7

Baby3 DPLSDM 519.4 1.9

Baby3 FBSDM 314.8 4.9

Continued on next page
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Table B.3 – continued from previous page

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Baby3 LBP 4652 40.9

Books SURF 715.4 7.7

Books DPLSDM 1232.6 17.5

Books FBSDM 338 17.7

Books LBP 4932 47.1

Bowling1 SURF 259.4 2.7

Bowling1 DPLSDM 271.8 25

Bowling1 FBSDM 221.8 9.6

Bowling1 LBP 4364 48.3

Bowling2 SURF 399.8 40.3

Bowling2 DPLSDM 392.6 29.5

Bowling2 FBSDM 278 22.6

Bowling2 LBP 4686 141.5

Cloth1 SURF 390.4 6.4

Cloth1 DPLSDM 647.6 8.4

Cloth1 FBSDM 401 6.9

Cloth1 LBP 4668 69.1

Cloth2 SURF 466.2 38.8

Cloth2 DPLSDM 656.2 38.1

Cloth2 FBSDM 383 29.8

Continued on next page
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Table B.3 – continued from previous page

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Cloth2 LBP 4642 65.7

Cloth3 SURF 798.2 87.7

Cloth3 DPLSDM 744.4 84.8

Cloth3 FBSDM 380.8 38.9

Cloth3 LBP 4498 33.5

Cloth4 SURF 543 18.7

Cloth4 DPLSDM 742.4 37.4

Cloth4 FBSDM 398.6 17.4

Cloth4 LBP 4690 43.6

Dolls SURF 1245.4 406.6

Dolls DPLSDM 900.8 335.7

Dolls FBSDM 443.8 145.6

Dolls LBP 4964 63.9

Flowerpots SURF 315.8 41.6

Flowerpots DPLSDM 396.2 12

Flowerpots FBSDM 253.4 40.1

Flowerpots LBP 4498 49.7

Lampshade1 SURF 253.8 9.4

Lampshade1 DPLSDM 299 3.4

Lampshade1 FBSDM 219.4 1.3

Continued on next page
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Table B.3 – continued from previous page

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Lampshade1 LBP 4462 46

Lampshade2 SURF 245.2 47.5

Lampshade2 DPLSDM 306.4 24.1

Lampshade2 FBSDM 204.2 10.7

Lampshade2 LBP 4446 35.1

Laundry SURF 852 19.7

Laundry DPLSDM 770 25.9

Laundry FBSDM 310.6 8.8

Laundry LBP 4806 43.4

Midd1 SURF 519.8 35.6

Midd1 DPLSDM 381 15.5

Midd1 FBSDM 259.8 7.6

Midd1 LBP 4856 64.7

Midd2 SURF 537.4 35.6

Midd2 DPLSDM 336.4 20

Midd2 FBSDM 258.6 25.1

Midd2 LBP 4728 43.2

Moebius SURF 606.2 53.2

Moebius DPLSDM 935.2 57.4

Moebius FBSDM 377 38.3

Continued on next page
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Table B.3 – continued from previous page

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Moebius LBP 4972 58.9

Monopoly SURF 644.2 220.2

Monopoly DPLSDM 594 219.7

Monopoly FBSDM 325.2 110.6

Monopoly LBP 4710 65.6

Plastic SURF 222.2 3.6

Plastic DPLSDM 218.6 11.1

Plastic FBSDM 175.2 3.1

Plastic LBP 4328 46.6

Reindeer SURF 565.2 11.7

Reindeer DPLSDM 480.6 19.4

Reindeer FBSDM 292.4 17.8

Reindeer LBP 4660 43

Rocks1 SURF 517 2.9

Rocks1 DPLSDM 562.8 15.3

Rocks1 FBSDM 350.2 3.3

Rocks1 LBP 4552 40.9

Rocks2 SURF 518.8 6.9

Rocks2 DPLSDM 624.8 12.5

Rocks2 FBSDM 368.2 13.8

Continued on next page
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Table B.3 – continued from previous page

Test Set Runtime Mean (ms) Runtime Std Dev (ms)

Rocks2 LBP 4576 37.8

Wood1 SURF 193.6 9.9

Wood1 DPLSDM 651.2 22.3

Wood1 FBSDM 284.6 13

Wood1 LBP 4770 30.8

Wood2 SURF 226.8 10.8

Wood2 DPLSDM 513 3.5

Wood2 FBSDM 237.8 1.5

Wood2 LBP 4526 48.3



Appendix C

Evaluation Images

Below is the complete set of images used to evaluate each of the stereo matching

methods in this thesis. Each set contains the left and right input images, the left full

and unoccluded disparity image, and the SIFT, DPLSDM, FBSDM, and LBP stereo

methods disparity images. All images sets are display in the following order:

1. Left input image (Top-left)

2. Right input image (Top-right)

3. Left ground truth displarity image

4. Left ground truth displarity image without occlusions

5. SURF displarity image

6. DPLSDM disparity image

7. FBSDM disparity image
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8. LBP disparity image
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Figure C.1: Aloe image pair from the Middlebury Stereo set [7].
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Figure C.2: Art image pair from the Middlebury Stereo set [7].
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Figure C.3: Baby1 image pair from the Middlebury Stereo set [7].
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Figure C.4: Baby2 image pair from the Middlebury Stereo set [7].
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Figure C.5: Baby3 image pair from the Middlebury Stereo set [7].
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Figure C.6: Books image pair from the Middlebury Stereo set [7].
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Figure C.7: Bowling1 image pair from the Middlebury Stereo set [7].
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Figure C.8: Bowling2 image pair from the Middlebury Stereo set [7].
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Figure C.9: Cloth1 image pair from the Middlebury Stereo set [7].
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Figure C.10: Cloth2 image pair from the Middlebury Stereo set [7].
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Figure C.11: Cloth3 image pair from the Middlebury Stereo set [7].
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Figure C.12: Cloth4 image pair from the Middlebury Stereo set [7].
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Figure C.13: Dolls image pair from the Middlebury Stereo set [7].
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Figure C.14: Flowerpots image pair from the Middlebury Stereo set [7].
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Figure C.15: Lampshade1 image pair from the Middlebury Stereo set [7].
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Figure C.16: Lampshade2 image pair from the Middlebury Stereo set [7].
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Figure C.17: Laundry image pair from the Middlebury Stereo set [7].
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Figure C.18: Midd1 image pair from the Middlebury Stereo set [7].



108 Appendix C: Evaluation Images

Figure C.19: Midd2 image pair from the Middlebury Stereo set [7].
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Figure C.20: Moebius image pair from the Middlebury Stereo set [7].
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Figure C.21: Monopoly image pair from the Middlebury Stereo set [7].
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Figure C.22: Plastic image pair from the Middlebury Stereo set [7].
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Figure C.23: Reindeer image pair from the Middlebury Stereo set [7].
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Figure C.24: Rocks1 image pair from the Middlebury Stereo set [7].
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Figure C.25: Rocks2 image pair from the Middlebury Stereo set [7].
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Figure C.26: Wood1 image pair from the Middlebury Stereo set [7].
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Figure C.27: Wood2 image pair from the Middlebury Stereo set [7].


