
TOWARD SUSTAINABLE RESERVOIR DESIGN 

APPLICATION OF DE NOVO PROGRAMMING 

BY 

AGNIESZKA STEFANIA KOTULA 

A Thesis Submitted to the Faculty of Graduate Studies in 

Partial FulfilIment of the ReqUrements for the Degree of: 

MASTER OF SCIENCE 

Department of Civil and Geological Engineering 

University of Manitoba 

Winnipeg, Manitoba 

August, 1997 

@ Copyright by Agniazka Stefania Kotula, 1997 



A c q u i s i Ï  and Acquisitions et 
Bibliognphic Senkes semices bibkgraphiques 

The author has granted a non- 
exclusive licence allowing the 
National Library of Canada to 
reproduce, loan, distniute or sell 
copies of this thesis in microfom, 
paper or electronic fomiats. 

The author retains owneiship of the 
copyright in this thesis. Neither the 
thesis nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 

L'auteur a accordé une fiance non 
exclusive mettant à la 
Bibliothè~e nationale du Canada de 
reproduire, prêter, ciistxï- ou 
venQe des copies de cette thèse sous 
la forme de microfiche/film, de 
reproduction sm papier ou sur format 
électronique. 

L'auteur conserve la propriété du 
droit d'auteur qui protège cette thèse. 
Ni la thèse ni des extraits substantiels 
de celle-ci ne doivent être imprimés 
ou autrement reproduits sans son 
autorisation. 



FACULTY OF GRADUATE SïüDlES 
+*te* 

COPYRlGEï PERMISSION PAGE 

A ThaWracdcum srbmlmd to the Facdty of Gradtuate Studia of The Univers@ 

of Miaitoba k parthi fnlfillmeat of the reqdramenb of the degree 

of 

l . u s m R m S C ~  

Permission bu ben  grantcd to the Libmry of The Uihcmity ofManitoba to Iead or sel1 
copies of thir thesWpmcücum, !O the Natioul Libnty of C d  to microIilm tbir th& 

and to Iend or di copies of the film, and to Dissemtiom Abtmcts hternatioad to pubüsh 
an abstriet of* thaWpracticim. 

The aathor racrvcr other piblication rights, and neither thh thcrirlprreticum nor 
extensive extmcb h m  it may be printed or othenix rcpmducd without the author's 

d t t e n  permission. 



TABLE OF CONTENTS 

...................................................................................... LIST OF TABLES IV 

LIST OF FIGURES oooooomomoooomoooooooooooooommmooooomooooooomoooomooooooooaoomoooooomomommmmomooomo.mmV 

................................................................................................ ABSTRACT VLII: 

1 INTRODUCTION ooooomooooooomoomoooooomooeooooomooomoooomooooomoooeooomommoooomooooooooooooooomoooo 1 

...................................................................................... 2.1 OPERATIONS RE!~EARCH FOR RESERVOIR DESIGN 7 

.................................................................................... 2.1.1 Muln'Critena DecLslOn Making, ( MCDM) I I  

........................................................................................................... 2.2 SUSTAINABLE RESERVOIR DESIGN 15 

2.3 DE Novo PROGRAMMING ........................................................................................................................ 17 

3 . INTRODUCTION TO DE NOVO PROGRAMMING m..mm...m..mmm.~... ... 2 1 
....................................................................................... 3.1 BASIC CONCEPT OF DE NOVO PROGRAMMING 21 

3.2 DE NOVO PROGRAMMMG IN A SINGLE OB JE^ FRAMEWORK ............................................................ 22 

........................... 3.3 DE NOVO PROGRAMMING IN A M U L T I O B J E ~  FRAMEWORK ............................. ,,., 26 

3.4 SUMMARY OF THE DENOVO PROGRAMMING CONCEPT ................ ., ........................................................ 31 



4 . APPLICATION OF DE NOVO PROG-G TO RESERVOIR 

....................................................................................................... DESIGN 

4.1 GEEJERAL ................................................................................................................................................. 32 

.. ................................................ 4-2 RESERVOIRMODEL DEVELOPMENT ...................-...................... ..,, 34 

4.3 RESERVOIR MODEL INPUT DATA ............................................................................................................. 38 

4.4 CONVENTIONAL RESERVOLR DESIGN O e n h i r z ~ n o ~  MODEL .................................................................. 40 

4.5 DE NOVO RESERVOIR DESIGN OPTIMIZA~ON MODEL.. ........................................................................... 47 

4.5.1 Nondommated Sets of Conventional and De Nom Resentok Modefi .......................................... - 3 2  

4.5.2 Compromise Solutbnr of Conventional anà De Now Reservoii Mdek ..................................... -36 

5 . COMPARISON OF GIVEN AND DE NOVO RESERVOIR 

SYSTEMS .............. ...................................................................................... 62 

5.1 EQUAL PEFERENCE FOR OBJECTTVE DEVfAnoN. S = 1 .......................................................................... 62 

............................................................... 5.2 PROPORTIONAL WEIGHTING OF OBJECTIVE DEV[ATIONS, S = 2 67 

5.3 MINIMEATION OF THE HIGHEST OBJE- DEVIA~ON, s = 100 ..................................... .. ................. 70 

.......................................................................................... 6 . DISCUSSION 75 

6.1 SYSTEM FLEXIBILITY ........................................................................................... 75 

............. ......................................................................................... 6.2 DE NOVO O m m  FUNCTION ... 77 

6.2.1 Rule Curve Designed De Novo ..................................................................................................... 7 9  

7 . CONCLUSIONS AND RECOMMEND ATIONS ............................... 83 



............................................................................... REFERENCES ............ .. 90 

&PENDUC A: RESERVOIR MODEL CHARACTER~S~CS .................................................................................. 94 

APPENDDC B: GAMS iNPW FiLE CODE FOR THE GWEN RESERVOCR MODEL .............................................. -96 

APPEND~X C: GAMS OUTPUT FOR THE GIVEN RESERVO 1 .  MODEL ....................................................... 105 

APPENDiX D: GAMS INPUT FiLE CODE FOR THE DE NOVO RESERVOR MODEL ........................................ 126 

APPEND~X E: GAMS OUTPUT FOR THE DE NOVO RESERVOIRMOD EL. ................. ............ ....................... 146 

APPENDLX F: GAMS IrJPur FOR THE DE NOVO RESERVOIR MODEL, Som RESOURCES OBT- 

THROUGH RULE CURVE ............................................................................................................................... 157 

APPEM)IX G: GAMS O W ü i  FORTHE DE NOVO RESERVOCR MODEL, S O ~  RESOURCES OBTAINED 

THROUGH RULE CURVE ............................................................................................................................... 179 



LIST OF TABLES 

Table 4-1 Best compromise solutions for s = 1,2,100, and a = 1 .O of the given reservou 

system, distance m e a d  with respect to the given metaoptimum ............. ..... ...... .. ...... ..60 

Table 4-2 Best compromise solutions for s = 1, 2, LOO, and a = 1.0 of  the de novo 

reservoir system, distance m e a d  with respect to the de novo metaoptimwn. ............. 60 



LIST OF FIGURES 

................. Figure 3- L Feasiile region and ideai system paformance of a given system. 30 

Figure 3-2 Effect of de novo programming on the feas~ile region of decision dtematives.30 

. . .  
Figure 4-1 Optimal Reservoir Storage Profle. Minunization of the Requued Active 

Storage for the Given Reservoir System ............................................. ..... 

Figure 4-2 Optimal Water Supply Profile. Muumua 
0 -  . 

tion of the Required Active Storage 

...................*.......**.*...-...*.......... ..........*..*.*............* for the Given Resewoir S ystem ... -43 

Figure 4-3 Optimal Reservou Release Profile, Mbhization of the Required Active 

Storage for the Given Reservoir System ............................................... .. ........................ 43 

* .  . Figure 4-4 Optimal Reservoir Storage Profila, Muiunization of the Sum of Storage 

.................................................................. Deviations for the Given Reservoir S ystem. 45 

. . .  Figure 4-5 Optimal Water Supply Rome, Minimiza tion of the Sum of Storage 

Deviations for the Given Reservoir S ystem ................................ ... .. ... ....................... -45 
Figure 4-6 Optimal Reservoir Release Profde, Minimiza 

* *  * tion of the S u .  of Storage 

................................................ Deviations for the Given Reservoir System ............. ...... 46 

Figure 4-7 Cornparison of the given and de novo nondominated sets of points, with 

............................................................................................... respective metaoptima 54 

Figure 4-8 Location of optimal compromise solutions for given and de novo reservoir 

systems ............ .. ............................................................................................................ 61 

Figure 5-1 Cornparison of reservoir stoiage profiles of the given and de novo resewoir 

models, compromise solution with s = 1 ........................... ........ ........................... 64 



Figure 5-2 Comparison of resemoir water supply profiles of the given and de novo 

reservoir modela, compromise solution with s = L ............................................................ 65 

Figure 5-3 Comparison of resavoir do- release profiles of the given and de novo 

reservoir modeis, compmnise solution with s = 1 ............................................................ 66 

Figure 5-4 Cornparison of reservoir storage pronles of the given and de novo resewoir 

models, compromise solution with s = 2 ........................................................................... 68 

Figure 5-5 Comparison of resemou water supply profiles of the given and de novo 

resenroir models, compromise solution with s = 2 ............................................................ 69 

Figure 5-6 Cornparison of reservoir do- release profiles of the given and de novo 

............*........ ................*....*.. resemoi. models, compromise solution with s = 2 .... 70 

Figure 5-7 Comparison of resemoir storage profiles of the given and de novo reservoir 

models, compromise soIution with s = 1 0  ................................................... ............ 72 

Figure 5-8 Comparison of reservou wata supply profiles of the given and de novo 

reservoir models, compromise solution with s = 100 ........................................................ 73 

Figure 5-9 Comparison of reservoir downstream release profiles of the given and de novo 

............. reservoir modeis, compromise solution with s = 100 ..................... ... .2 

Figure 6-1 Cornparison of Given and De Novo designed Target Storage Profïies when 

......................... the d e  c w e  is used as the soft tesource poafolio. ........................ .. 82 



The author greatly appreciates the proposai of this thesis topic, guidance throughout ail 

stages of the completed work, and moral support offed by Prof. S. P. Simonovic. 

Additional thanks to Piofessors D. H. Bum and C. Bector. for their interest, insight, and 

support of de novo programming as a systems aaalysis apptoach to problws in the water 

resoumes field. Thanks to the engineering staff at Acres Intemational, Hydraulics 

Department, Niagara Falls, Ontario, for ailowing me to use various resources, such as 

library material, and computer software, without which 1 could not have completed this 

work. 

vii  



Motivation to provide sustainable development for the benefit of present and futine 

generations has led engineers to search for impved design techniques which address aii 

system impacts. The construction of mdtipiirpose resetvoirs is a good example of the 

difilculty in achieving sustainable development given the grand scale, and complex 

nature of project impacts on Society, envitonment, and the economy. Sustainability of 

reservoirs implies a need for the contml and adjustment of reservoir design and operation 

characteristics, resuiting in optimal, or near optimal system performance throughout the 

iïfe t h e  of the reservoir. This work focuses on Milan Zeleny's de novo pmgramming, a 

system design approach which links system flexibility, efficiency, and optimal system 

design. It is show that within multiobjective decision making fkmework, de novo 

programming may allow the decision maker to achieve an ideai or metaoptimal system 

performance, or improve the performance of compromise solutions, through the 

modification or shaping of the feaslile region of decision alternatives. As a dt, this 

method shifts the traditional approach of optimization, h m  optimization of a given 

reservoir system, to the design of the optimal reservoir system. If the formulation of 

system impacts is possible at the design stage, de novo programming may be used as a 

tooi for sustainable reservoir design. 



1. INTRODUCTION 

Sections 1.1 through 1.3 describe the pinpose, problem, and scope of the work containeci 

thereafter. The maining chapters are organized in a manner which wili d o w  the reader 

to become familiar with de novo programming prior to its appiication to a reservoir 

design problem. The rernaining chapters concentrate on the d t s  of de novo 

programming, its suitability to reservoir design, and water murces p l d g  in g e n d .  

1.1 Purpose 

A systems approach in water resources decision making d t s  in a weii organized 

fhmework of mathematical techniques in generating optimal, or best compromise 

decisions. It requires the definition and understandhg of system components and their 

relationship with the decision makers' objectives. In a conflicting objective environment, 

the systems approach extends to include mathematical techniques for selecting preferable 

decision alternatives among a predetermined set of feasible compromise solutions. It has 



been pmven to be a successfkl decision making tooi, although in many practical cases the 

high complexity of the system, computer hardware limitations, and limitai user 

kmwledge of solution techniques, have hindered its application. 

The nrst purpose of this thesis stems h m  the traditional appraach to optimizaüon in the 

field of water resources planning- Mably that of inteme focus on the optîmization of 

predetermined systems of constraints and objectives- The de novo programming 

appmach stresses the importance of optimal system design and has not been applied in 

this field. Therefore, the fh t  purpose is to apply de novo pmgramming to a water 

resources planning problem and to evaluate its potentiai as an optimhtion approach. 

Water shortages tbtough over allocating exïstiag supplies, poor management, planningy 

and development of watmheds, has focuseci the attention of engineers on the evaluation 

of existing planning and management methods. Through collective discussions regarding 

changes that should be made to existing practices, a new water resources development 

objective has evolved: sustainable development Research on this topic continues to 

generate discussions regarding sustainable objectives, guide lines, or constraints for water 

resources development. Although a precise deet ion of sustainable development does 

not exist, the most widety used definition for sustainable water resources development is 

that which satisfies the need of the present genaation, without compromising friture 

generatiom to meet their own needs, World Commission on Environment and 

Development, (WCEDy 1987). 



Sustainable reservoir design is an objective without existing methodologyy Lele (1 99 l), 

Dovers & Handmer (1993). SuStainability implies the need for complete data 

information systems, available pnor to the selection of a project alternative, and new 

tools for solving existing problcms. These characteristics generated the second purpose 

for this worlc, to investigate the use of de novo pmgramming as a tool for sustainable 

reservoir design. The next two sections introduce the water ~esources planning problem, 

state the method that wil l  be used to evabte de novo programm.hgy and describe the 

direction with which de novo pmgnmmiing may be used in friture water resources 

planning studies. 

1.2 Problem 

The single most effective method of water management is attained through the 

development and operation of reservoirs. Resmoirs are operated to provide many 

benefits such as hyâropower generation, domestic and indutrial water supply, recreation, 

irrigation, and low fiow augmentation downstream of the resezvoir. Many of these 

benefits exist in conflict with each other and have a wide range of social and 

environmental effects. 

There does not exist a single resewoir problem type, rather a system of pmblems ( 

Simonovic 1992 ). A number of potential problems may arise tbroughout the Life tirne of 



a reservok The reservoir active storage may be lost with t h e  due to sedimentation of 

river bed materiai, evapo-transpiration losses may increase with patentid ciimate change, 

and sub-opümai operation of the reservoùmay nsult in revenue losses in hydropower 

gendon,  lower reservoir levels doring months of high recreationaI activity on the 

reservoir lake, insufEcient rescrvoir outflows for the provision of downsûeam biological 

and aquatic Me, as well as high resavoir pollution levels. The extent of potential 

resenroir problem types is vast 

The most basic reservoir problem is that of reservou active storage design. The reservoir 

active storage d e t 6 e s  the mervoir size, and therefore impacts the level of flood 

storage, power generation potential, water availability in drought y-, the amount of 

upstream flooding, people relocated, as weli as effects on animal migration, vegetation 

growth, and other effects on the local ecosystem. The designeci reservoir storage must be 

suflicient to meet the imposed demand for water at one or more locations do~ll~fream of 

the resemoir, at a specinc time. The selection of a suitable reservoir active storage is 

fiirther complicated when the number of demand types and objectives is increased. 

The problem selected for the application and evaluation of de novo programming, is that 

of the design of reservoir active storage in a multiobjective environment. The resmoir 

active storage is denned as that which wili satisfy a cumulative demand for water, on the 

reservoir, tbroughout its iife time or design Me. The resewoir design case is purely 

hypothetical, although input data is based on an existing resewoir. The reservoir is 



subjected to several types of constrain&, minimum and maximum reservoir storage, 

release, and water supply, as weîî as wata balance and continuity of inflow. A target 

storage level profile is used to relate the deviation of storage h m  a target within a time 

interval. Two confiicting objectives are used to provide a manageable yet representative 

situation. The objectives include minimllati 
* .  . o n  of the required active storage, and the 

minimisrntion of a sum of storage deviations h m  target levels. These objectives were 

considered to represent typical performance waluafion criteria of a reservoir and created 

the desired connict. 

1.3 Scope 

The layout of the foliowing six chapters reflects the main objectives as descnied in 

section 1.1. Chapter 2.0 pmvides a literature review covering background on the use of 

operatiomi research in reservoù design, a brief introduction to SUStaiOable reservoir 

design, and a thorough review of work done with de novo programmhg. Chapter 3.0 is 

devoted to the introduction of the reader to de novo programmuig. The basic concept of 

de novo programming is covered in detail in this chapter. Chapter 4.0 develops the 

reservoi. design mode1 formulation and presents the application of de novo programmuig. 

Here, the generation of results, which will be discussed in chapter 5.0, is the primary 

goal. Chapter 6.0 provides a nnal discussion on de novo programming nom which 

conclusions, and recommen&tions are made in Chapter 7.0. 



The facus of this work is the application of de novo p-g? its practicaüty in a 

water resources context, benefits, aud obstaclesC The issue of sustainability is broad and 

open to inteqmtation, and therefore its dennition will not be addressed. However, it is 

believed that the direction led by the main concept of de novo programming, optimal 

system design, will resuit in a more sustainable reservoir design. 



2. LITERATURE REVIEW 

This chapter is divided into three main sections, Operations Research for Reservoir 

Design, Sustauiable Resexvoir Development, and De Novo Programming. Due to the 

large research areas of the first two sections, the correspondhg lïterature reviews are 

limited. In contrast, the literature review of de novo programming is coosidered 

complete, even though only several papas are reviewed. The objective of this chapter is 

to provide the background of operations research techniques, and sustainable issues, 

which w i U  form the foudation for evaluating de novo pmgramming as an operations 

research method and sustainable resewoir design tool. Specinc terminology to 

multicriteria decision makhg is summarized in section 2.1.1 and will be used extensively 

nom that point on. 

2.1 Operations Research for Resewoir Design 

Operations research refers to a large set of mathematical techniques which focus on 

optimal or best compromise system operation. These techniques require the optimhtion 

of a system with respect to a predefïned set of objectives, and constraints. Loucks et. al. 



(198 1) desaibed a basic reservoir design model which contauied one objective hction 

* .  O 

and two types of coasttaints. The objective was the m n m u d o n  of the required active 

storage of the reservoir, subject to the continuity equation, and the m&um capacity 

coL1SfraiI1t. The continuity eqpation related the inflow into the mservoir, Iosses h m  the 

resewou, including reservou yield, with the storage in the reservou in a given t h e  

period This model pmvided the basic reservoir design issue: what is the minimum 

required size of the reservoi., i.e. the required active storage, such that the demancl, 

represented by the minimum required yield, is satisfied within each t h e  period of the 

planning horizon. For a given Mow sequence, it was then possible to relate the 

minimum reservoir yield with an associateci reservoir active storage. 

The resewoir design problem becomes a complex mathematical system as different types 

of constraints are introduced. In general, consüaints regardhg the minimum and 

maximum reservoir release, and storage are imposed which represent environmental, 

social, and physical limits on the reservoir system. Large reservoir systems are M e r  

complicated when conflicting objectives are considered. Seldom are ai l  objectives 

involved in the opthkation problem due to two main reasons, increasing the number of 

objectives increases the diEculty in selecting a final compromise solution, and the 

qualitative nature of some objectives may not aiiow theu direct mathematical 

representation in the reservoir system. Resewoir constraints are, in cornparisan, much 

more eeely identifieci. The correct formulation of relevant objectives and the reservoir 

system is a crucial step in cbtaining realistic model results. 



In genetal, reservoks are b d t  for multipiirpose use, Simonovic (1992). Resewoirs must 

pravide benefits h m  water supply ( u~micipâl~ industriai, imgation ), hydmpower, flood 

protection, recreation, navigation, and low flow augmentation. The quireâ active 

storage must be subncient to satisfjr each coOStfaiLlt with an acceptable measure of 

p e r f o ~ c e .  Operations researcb techniques have evolved as practitioners needed to 

solve reservoir design problems of varying scales ( multiple resexvou systems, multiple 

users ) and puiposes ( multiple objectives ). 

A state of the art review of the types of operations research tools in water resources 

development has been performed by Yeh (1985). Yeh summarized the general p ~ c i p l e s  

of 4 main types of reservoir management and operations models: linear programmhg 

(LP), dynamic programming @P), nonlinear pmgramming, and simulation models. He 

summarized the evolution of each, commented on the relative advantages and 

di~advantages~ and recornmended research areas within each category. Yeh also 

described the historic use of linear decision d e s  in resemoir design and operation, as 

well as the use of mathematical models in real t h e  reservou operation. Three main 

reservoir system characteristics addressed were: the hydrologie stochasticity, which is 

directly liaked to the nsk of system f&lure, the multiple resewoir purposes which confiict 

in correspondhg reservoir reiease policies, and the multiple facility nature of resewou 

systems. These characteristics exist simultaneously, tesulting in a range of mathematical 

techniques which Vary in the complexity of the formulation, and solution method. 



Yeh did not find any application of de novo programming. One example given in his 

literaîure feview which containecl some similariîy to de novo programming was the 

application of nonlinear progratmhg to the optimization of operations for the Pacific 

Northwest hydroelectric system of the Bonneville Power Administration, done by Hicks 

et al. (1974). Hicks' model contained nonlinearity in the objective function as weli as 

some constraiats. To simplify the solution procedure of hding an optimal decision, 

Hicks classified some constraints as "harâ" and some as "soft". The hard coLlStraints 

were dehed as those that couid not be violated in any time interval due ta physical 

limitations. in con- soft constraints were dowed to be violated with a penalty, and 

subsequently moved h m  the constraint set, into the objective hction. Although the 

resulting optimal solution was not a global optimum, the resuit did provide an 

improvement over initiai estimates. The inclusion of soft and hard constraints is the main 

objective of de novo programming. The use of this terminology ( defineci in Chapter 3.0 

) is however a coincidence. 

Inherent uncertainty in the resewoir design problem is an aspect of equal importance to 

the derivation of the reservoir active storage capacity. Uncertahty in the hydrology or 

inflow into the reservoù will have great impact on the optimal size, and decisions 

regarding the reservou releases. An application of a simulation-optimization model by 

Barlishen et al. (1989) showed that resewoir capacity requirements were highly 

dependent on s t r d o w  remrd lenghs. Synthetic streamfiows were generated and each 

sequence was then used in a Sunulation-optimi7rrtion model to generate an optimal 



resexv0i.r active storage. By camparing the tesulting capacities with a 5 % pmbability of 

exceedence, it was fomd that telying on short periods of inflow record codd lead to 

substantid ovetesfimation or underestimation of the requirrd resen10i.r active storage. 

2.1.1 Mnlti-Criteria Decision Making, ( MCDM ) 

The multiobjective character of water resources systems has led to a vast number of 

techniques designed to produce best compromise solutions when an ideal performance of 

a system is not feasible. Three categories of MCDM techniques exist, generating 

techniques, techniques which rely on pnor articulation of pteferences. and techniques 

which rely on progressive articulation of preferences, Cohon (1978). Generating 

techniques refer to those respomible for the establishment of the set of nondominated 

points of a feasible region. The generation of the set of nondominated points, and 

subsequent search for best compromise solutions has been the conventional approach to 

MCDM in wata resources. Next, some terminology common to MCDM is summarized. 

The hnt ier  of the decision variable space, (or objective space in 2 dimensions) is known 

as the set of nondominated points or the Pareto optimal curve, and contains solution 

alternatives h m  which a best compromise solution must be selected. To provide a 

definition of the set of nondominated points, it is sutncient to state that for each point 

outside the set, there is a nondominated solution for which ail objective fûnctions are 

unchanged or improved and at least one which is strictly improved. Mdtiobjective 
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analysis focuses on the generation of this set Li order to identify a single or severai best 

compromise solution(s), Goicoechea et al. (1982). 

OAen the set of nondominated points WU be fbrther divided into smaiier groups. 

Major alternative groups can be derived as those favoring either objective while being 

separated by a compromise p u p .  The purpose of grwping nondominated points is to 

facilitate discussions about whieh solution to select. The techniques available for 

generating the pareto optimal c w e  involve the reformulation of the multiobjective 

problem and iterative optixnization. A large number of methods for generating the set of 

nondominated points exists. They include: the weighting method, ~-constraint method, 

Phillip's linear multiobjective methoci, and Zeleny's linear multiobjective method. 

The mathematical procedures available for identification of a best compromise solution 

can be divided into two main categories: methods with prior articulation of preferences 

(conrinuous or discrete), and methods with progressive articulation of preferences. The 

use of each type will depend on the nature of the problem, the availability of the,  

decision maka's level of understanding of the selected technique, mbustness of the 

technique to produce a solution, and the decision maker's level of confidence in the b a l  

solution, Hobbs et al. (1992). 

The former refers to methods where the decision maker is asked to articulate his/her 

worth or preference structure. In particular, the decision maker is required to articulate a 



preference for allocation of each objective. These prefefences are then built into the 

formulation of the mathematicai modei for the muitiobjective problem. By doing so the 

set of nondominateci solutions is fùrther divided into smaüer groups with associatecl 

desirability levels. Examples of methods with pnor articdation of preferences and 

continuous mathematical structures are: Goal programmhg, Utility fimction assesment, 

and The suffogate worth tradeaff method. Methods of this type which are used in 

discrete decision alternative models are: ELECTRE 1 and II, I n d i f f i c e  tradeoff 

method, Direct-rating method, and Conjunctive Ranking, Cohon (1978). 

The latter type of method includes those which progressively identify an acceptable 

solution. This type of method is o h  more appropriate in situations where the decision 

maker is not capable of stating the preference of one objective over another, and is forced 

to evaluate each possible solution on a trial and error basis. The aigorithm for methoàs 

with progressive articulation of prefetetlces is summarized as follows: a nondominated 

solution is identifie& the decision maker provides hidher response to the performance of 

al1 objectives, and nnally the problem is modined according to the information generated 

fkom the previous step. For example, the decision maker may provide information which 

identifies the preference for tradeoff between objectives. This procedure is therefore 

more tirne consuming compared to that of the previous category but does provide the 

advantage of aüowing the decision maker to gain understanding for the modeled system. 

Examples of methods which f d  into this class are: Compromise Programmuig, Step 

Method (stem), Method of Geofion, and SEMOPS method. 



An early review of available MCDM techniques is given by Cohon and Marks (1975). 

Cohon and Marks reviewed several techniques within each MCDM category and used the 

following criteria for evaluation: efficiency, explicitness of trade oflk among objectives, 

and the amount of iaformation generated for decision making. At the time of this review, 

the complexity of water resources planning problems p t l y  exceeded the means of 

solving typical problems. The criteria used by Cohon and Marks therefore stemmed b m  

a fimctionality aspect of available techniques. It was found that the weighting method, 

and estimation of optimal weights method, ranked favorably within respective classes of 

techniques due ta high computational efficiency and the explicit consideration of 

objective trade offs. The class of techniques which rely on progressive articulation of 

preferences was not highly recommended due to the lack of trade off definition. 

A more rigorous review of MCDM methods was completed by Hobbs et al. (1992). 

Techniques which were evaiuated consisted of'i goal programming, ELECTRE, additive 

value hctions app1ied with three ciiffirent methads, and multiattribute utility fûnctions. 

The criteria used to evaluate each method addressed the appropriateness and ease of use, 

validity, and ciifferences in results. For each criteria, several hypotheses were made 

regarding the techniques in question. A thorough experiment by the U. S. Army Corps of 

Engineers was designed and carrieâ out to complete the study. The authors concluded 

that: (1) eqerienced plmers p r e f d  simpler methods like additive value functions, (2) 

ratkg, the most common weight selection method, was Likely to mislead the tme value 
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structure of the decision maker, and (3) decisions were highly sensitive to the implicit 

value structure of the decision maker, 

2.2 Sustainable Reservoir Design 

Dorcey, 1992 dorced the new ethic of sustainable development as the extension of 

existing water fesources management tactics with the emphasis being the design of 

resewoirs. Doing so wili require decision makers to change decision making tactics to 

involve a higher degree of knowledge regadhg the interaction of a reservoir system with 

the environment ( Simonovic, 1992). Furthennore, such knowledge will have to be 

extrapolated into the fiiture, in order to incaprate possible future system outcornes. 

With respect to operations research methodology, new objbctives will have to be 

introduced. The broadest goals that should be incorporated in the decision making 

process of reservoir design are (i) environmental integrity, (ii) economic efficiency, and 

(iii) equity, Young (1 992). 

A summary of the three main challenges to obtaining sustainable reservoir design was 

provided by Simonovic (1992) as: (1) the identification of relationships between the 

reservoir system and the environment as a whole, (2) the simulation of possible fbture 

changes in the reservoir system and it's Link with the environment, and (3) the 

development of tools which wiii d o w  decision makers and plamers to adequately 

address (1) and (2). 
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It is not expected that a precise methodology for sustainable tesemoir design will evolve 

due to the varying objectives and c o ~ t s  which may exist for a pmposed reservoir 

design pmblern. The exact nature of the relationship between the reservoir and the 

environment as a whole is rarely lmown within a high confidence level, and cannot be 

assumed constant as the reservoir purpases, operation and management, and the 

environment capacities change h m  location to location. Schuma~ (1995) stated that 

flexiiility in reservou operation, once the facilities are designeci and built, is a key issue 

in attaining sustainable reservoir operation. Schumann proposed that use of tirne series 

analyses, optimizatioa and simulation models, as well as decision support systems, be 

made in order to close the gap between r e s e ~ ~ o u  management planning and operation. 

The conclusion made was that if it is not possible to foresee fùture changes in hydrology 

or reservoir demand, a feasible alternative to adaptïng changing reservou objectives, is to 

change resewoir operating rules accordingly. 

Flexibility as applied to planning was proposed by Schultz and Hombogen (1995). The 

objective in this papa was to develop a quantitative approach for planning sustainable 

water resources systws. The appmach involved the dekition of fiiture scenarios, the 

definition of many alternative potential hiture development paths, and the definition of 

the possibility hct ion for water resources design parameters. The use of hydrologicd, 

water balance, and water quaiity models was mggestecl for the transformation of 

~ c t i o n s  reflecting the likeiihood of environmental and socio-wonomic variables, into a 

possibility function or region which reflected a hydmlogical parameter, for example the 



mean monthly nmo& Water resomces development alternatives were then analyzed in 

view of ai l  Lürely hydrological design parameters. The main definîtion of sustainable 

development provided by Schultz and Hombogen was that sustainable pmject alternatives 

are those which are viable for hydrologie variables of high likelihood, as weU as of low 

Wreîihood. This definition stressed flexi'bility h m  the plarming perspective, as opposed 

to Schumann's proposai of f i a b l e  reservok opedons  

2.3 De Novo Programming 

De Novo programming is not a new methoâology. Milan Zeleny f3st proposed the topic 

in 1976, for single objective linear programmiag probletus and published an article, 

descniing the methodology and its superiority, entitled "On The Squandering of 

Resources and Profits via Linear Programming" in 198 1. The article used an example in 

which the objective was m a x h h h g  profits h m  the sale of two products, given a budget 

which limiteci the amount of purchased resources. Via the reshufiling of resources, it was 

found that profits improved while the cost of the nsources stayed the same, or was less 

than a given resowce portfolio. This outcome was the result of what Zeleny terms de 

novo prog~amming~ that is the optirnization and design of optimal systems as opposed to 

the optimization of given suboptirnal systems. 

De novo programming begins with the formulation of soft and hard constraints. Soft 

constraints refa to the resources which may be designed by the optimization mode1 itself. 



Within Zeleny's context of production scheduling, sab resources can be purchased or 

desigrid A goveming budget must however be identifiai which limits the performance 

level of a system objective measured by the profit hction. 

Zeleny's de novo pmgramming was extendeci to the multi-objective environment in 

"Optimal Systern Design with Multiple Criteria: De Novo Programming Approach", 

(1986). Here Zeleny showed thai once agah the design of system resources was a 

powemil and beneficial approach. An example was given which comidered three 

coafiicting objectives in a problem of production scheduling. With respect to a given 

system, contlict between the stated objectives existeci, Le. the ideal set of objective 

fiinction values was not feasible. The ideal performance was termed the metaoptimum 

with respect to the gïven system. Zeleny went on to show that application of de novo 

programmuig resulted in the metaoptimum becoming feasible. An ideal system 

performance was reached, niminishing all objective conflict, while satisfying a given 

budget level. 

It became evident that the metaoptimum was a relative ideal performance with respect to 

every system in the multi-objective environment, and the atbinment of a metaoptimal 

system performance was governed by the budget level. In other words, even the de novo 

system existed with its own metaoptimum. The only limitation to attaining the de novo 

metaoptimum was the budget level which Limiteci the purchase of soft resources. In 

conclusion, Zeleny stated that: 



YOlly when we unmot (di c o n ~ b  are Bxcd or mandated ), or do mot 
nirh to ( (te ugivenw system has a n d g i c  value ), design a new, opthai 
system, wiU traditionaï LP ntethodology remah arcfil and ancbaüenged. 
Most intermediate cases ( pubi.lly givea systems ) can be handicd e f f i e i y  
via De Novo progromming." 

The number of cases where de novo programrning has been applied is scarce. Two 

examples were identifid in the field offorest land management Bare and Mendoza 

(1988) appiied de novo programmïng to single and multi objective forestry land 

management problems. Their objective was to demonstrate the benefit of de novo 

pmgramming in a field where the application of LP was predorninantly useci. In the 

single objective problem, a de novo linear program was formed by assiiming that 

constraints on labor, picnic sites, and hiking tcails were soft resources. It was found that 

for the same system cost, the de novo mode1 provided an impmvement in the objective 

fiinction. 

This problern was modifiecl to include two conflicthg objectives. With respect to the 

. .  . 
given system the ideal combination of objectives was mt feasible. Minunization of the 

system cost with respect to the soft and hard constraints, as well as an additional 

constraint on system performance, proved that the system could be designeci to perform in 

an ideal fashion within a constant budget level. Bare and Mendoza concluded that 

although additional testhg was needed, the use of de novo pmgramming was technically 

feasible. They felt that the sofi optimization approach of de novo programmllig was 
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analogous to long nm rwource allocation problems where aîi resoufce levels were 

variable, as apposeci to king fhed in the short nm. 

Foiiowing their first application of de novo programming, Bare aud Mendoza (1989) 

provideci yet another appiication in the field of forest land management. In this instance 

however, they considerd a case where the formulation of a de novo pmgnun did not 

result in ideal systern performance. AIthough some resources were designeci via soft 

constraints, conflict between four objectives was not dissipated completely. In 

conclusion, Bare and Bendoza generated several compromise solutions of the de novo 

model, proving that de novo programming did impmve compromise performance levels, 

and that the decision maker was ultimately responsible for accepting or rejecting a 

decision alternative. 

Since de novo programming relies on the design of optimal systems via soft constraints, 

system flenbility is a key factor in determinhg whethex the problem of optimal system 

design exists. Li and Lee (1990) extended the de novo programming methodology with 

fuzy decision theory. A mathematical example was s h o w  which considered al1 de novo 

model parameters as fiizzy, i.e. the coefficients found in the objective fiinction, 

constraints, and constraint resources. They concluded that the decision maker may design 

an optimal system with an assaciated risk which reflects the level to which the solution 

satisfis the problem. The application of fuzy theory was found to allow the decision 

maker to ds t ica l ly  design a system in an uncertain enviromeut. 
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3. INTRODUCTION TO DE NOVO 
PROGRAMMING 

This chapter is intended to f d a r i z e  the reader with de mvo programming 

methodology, and its terminology. The de novo programrning concept and history is 

reviewed briefîy pnor to the detailed presentation of its methodalogy in a single and 

multiobjective environment. 

3.1 Basic Concept of De Novo Programmîng 

The de novo programming approach was initiaily proposeci by Milan Zeleny, in the early 

1980gs, who providecl illustrative examples of the technique in the field of management. 

De novo pmgramming refers to an optimization pmblem in which resource capacities 

becorne decision variables of the pmblem itself. This process is the main dinerence 

between the conventional approach to hding an optimal solution to a pmblem, and de 

novo programming. EssentiaUy, the nght haml side constants of some constraints, are 

allowed to be decision variables, and are referred to as s6ft TesOurces. In the single 

objective environment, the de novo optimization fomulation intmducs one additional 
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constraint, the "budget". which is to be spent on the pmhase of the unknown, or to be 

designed resource portfolio. Multiobjective de nova mode1 formulation includes the ideal 

performance being explicitly identifid and included as a system constraht. 

The resulting de novo solution inchdes the value of the optimal objective fûnction, as 

well as the values of the optimal capacities of system nsources. This resource portfolio 

wili pmduce an optimal objective hc t ion  value while producing no slack or surplus 

variables in the soft constraiats. Since the de novo problem is essentiaLly Limited by the 

budget level the higher the budget the higher the achievement level of an objective 

hction. In this manner the de novo formulation ddigns Be optimal system as opposed 

to optimang a @en sysiem, pmviding the decision maka with the confidence of 

knowing that the optimal solution is the best that can be achieved, Zeleny (198 1 ). 

3.2 De Novo Programming in a Single Objective Framework 

The following paragraphs demonstrate the mathematicai process of transforming a linear 

single objective optimization problem into a de novo system. Given a single objective to 

be maximized, 2, a set of m + n constraints, and a set of m resources capacities, bi , the 

mathematical representation of the given system is written as: 
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abject to: 

where: 

x j  are decision variables; 

cj are objective coefficients; 

a, are coastraint matrix coefficients; 

bi are right hand sides of constraints, assumecl as given constants; 

m is the number of constraints; and 

n is the number of decision variables. 

The de novo formulation b e g h  with the foilowing statement Suppose that k of the m 

constraints are "soft", Le. cm be relaxecl, while the nmaining 1 ( 1 = m-k ) constraints 

remain "hard" ( those which absolutely can not be relaxed ). This statement is equivalent 

to a problem where some system resowces may be desigwd Zeleny's de novo programs 

are referenced to the purchase of resources such as machinery, and labor. At the time of 

the de novo analysis, the manager wiil assume that system resources may be purchased in 

any quantity, being limited by only a predetenniaed budget level. The de wvo mode1 

approaches the problem as foilows, the objective fimction must be optimized with respect 
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to a system of constraints which ennrre the optgnal design of the systern with a limited 

budget, Wematically, the de novo modei is written as: 

subject to: 

where: - 
pi is the per unit  COS^ of resource bi ; and 

B is the total budget to be spent on the purchase of the soft resource portfolio. 

This system can be optimized to provide an optimal set of decision variables, objective 

fhction value, and a set of resources for a given budget level Cornparison of these 

results to those of the given system mut provide an equivalent, or improved objective 

bction value since the tesources will be designed to miurimize the same objective 

fùnction. At worst, nothing is gained hom the de novo model, meanhg the given system 

of resources is optimalîy designed. Zeleny's examples of de novo programming focus on 
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the increase in pmduction p f i t  for a given budget via the design of an efficient resource 

poafoiio. 

Zeleny considered production scheduling problems in which he formulateci the de novo 

moàels with ail resources as decision variables. The above de novo mode1 (3 -3) to (3 - 
6) does not contain m;uCimum system flexiiility but does descn'be the exact de novo 

methd Several observations, regarding ZeIeny's examples of de novo pmgramming 

were made by Tabucanon ( 1988). Tabucanon stated the following points regarding the 

optimal assigament of de novo decision variables. 

In case of unlimited demand for the end products Xj with price pi constant, de 

novo leads to a system designed to produce one single most profitable product. 

The most profitable pmduct is defined as that with the highest per unit profit to 

per unit variable cost ratio. 

if(l), increasing the budget simply increases the production of the most profitable 

product. 

ln case of ümited demand for the end products Xj, the variety of production 

evolves according to profitability rank. i.e. pmduce as much as demandeci of the 

most profitable product, if budget ailows, pmduce as much as demandeci of the 

second most brofitabie broduct etc, 

The foiiowing statements s~mmarize Tabucanon's conclusions regarding the de novo 

methodology. 
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(1) The assumption of unlimited murces in de novo does not mean that any amount 

of tesources cm be purchased. Resources are Iimited by the single integrating 

constraint of the budget. 

(2) De novo assumes the analysis is made before tesources are purchad,  stilI 

controllable and are not yet nxed Furthennote, tesources are assimieci to be 

divisible, and cm be purchased at any desired amount. 

(3) De novo acplicitly considers resoufce cost. This fact therefore diminishes the 

need for postoptimal duality analysis. Because de novo designs the resource 

portfiolio, no unintentional surplus of resources will be achieved. AU shadow 

prices will therefore be positive. 

(4) The budget is used to explicitiy value the entire resource portfolio. It serves as the 

common denorninator or measure of cornmitteci or required resources. 

This concludes the presentation of de novo programming in a single objective decision 

fhmework. Zeleny extended the application of de novo p r o w g  to a more 

complex situation, multiple conflicting objectives. The next section addresses this issue, 

and defines an important concept: the metaoptimum. 

3.3 De Novo Programming in a Multiobjective Framework 

Ln a multiobjective fhmework, several conflicting objectives must be optimized 

simultaneously with respect to a system of constraints. Expanding the single objective 
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problem to address P objectives, all of whkh are to be maximized, resuits in the 

foliowing model. 

where: 

is the p* objective fimction, affeaing the dccision process; 

P is the total number of objectives under consideration; and 

aii other variables dehed in section 3.2. 

The conventional approach to solving this model, focuses on the generation of 

compromise solutions within the faible set of alternatives. Individual optimi7ation of 

each objective with respect ta the given system of constraints, wiil yield an individual 

optimum (zp ) and detemiine the nature of existing tradeoff between any two of the P 

objectives. Thae individual optima, defined by Zeleny as the metaoptimum, are areeà in 

the de novo model to define the desired performance of the de novo system. Again, 

system fiexibility via soA resources is identified, together with a goveming budget. 

Essentially, the multiobjective problem is ûans fonned into a single objective problem 

with additional constraints representing the desired performance of the de novo model. 

Mathematically, the de novo formulation of a given multiobjective is written as: 
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subject to: 

C îzÿx j  b, i = k+l, ..., m 

-4 a0 i = 1, 2,..., k 

z,zz;, z 2 4  ,..., zP 12; p = 1, 2, ..., P 

xj 2 0  j = l,2, .., n 

If a feasible solution exists, the de novo model results in an optimal set of decision 

variables, and an optimal budget to be spent on achieving the metaoptimum. As with the 

single objective problem, the de novo model uses system fleniility to design an optimal 

sofl resome portfoiio. It is not guaranteed that a feasible optimal solution to the de novo 

model exists. The deciding factor is the feasïbility of the metaoptimum with respect to 

the hard system resources. The corresponding minimum budget level necessary to 

achieve the de novo solution may then be used to judge ifthe achievernent of the 

metaoptimum is practical. if the price for achieving the metaoptimum is not feasible, the 

process of hding an acceptable solution can continue with the application of a best 

compromise decision techniques. The effect of de wvo programming on the feasible 

region of decision alternatives is better iiiustrated tbrough the following example which is 

descnaed in detail by Tabucanon (1988). 
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Suppose that a piva system wntaiiis two objective hctions Z1 and & which are to be 

msucimized, four linear consüaints on avaiiable resoucces, and two decision variables XI 

and X2 which are constrained to be nomegative. The given system is represented 

schernaticdy in Figure 3 - 1. Ln addition to the feasl'ble region formed by the six 

coCLSfraints ( four resome, and two nonnegaîivity constraints ), the individual optima of 

each objective hction are alsa depicted. It is seen that the ideal combination of 

objective hct ion values, does not f a  within the feaslile region of alternatives. With 

the fixed set of system resources, the remaining decision to be made is the selection of the 

best compromise solution. 

De novo designs the fesource portfolio which effectively modifies the dope and intercept 

of each sof€ constraint. When al1 four resource constraints are allowed to become 

decision variables, the new feasiile region will be optimaily modifieci to satisfy the 

metaoptimum constraint. This effect on the feasïble region of altematives is the essence 

of de novo programming and is shown in Figure 3 - 2. The optimal de novo solution will 

determine the minimum budget necessary to achieve the metaophum. Ifthe 

metaoptimum constraints are of inequality type, such that the de novo mode1 aspires to at 

least achieve the metoptimum, then it is possible to over achieve the metaoptimum. 

For other examples of the de novo programming in a multiobjective environment, refer to 

Zeleny (1986). This source applies de novo programmhg to a production scheduhg 

problem with three objectives and a system of six constraints. 
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Figure 3-1 Feasible region and i d d  system performance of a given system. 

Figure 3-2 E f f ~ t  of de nova progrnmming on the feasible region of decision aiternatives. 
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3.4 Summary of the De Novo Programming Concept 

Having presented the basic formulation of a de novo program in a single, or 

multiobjective fknework, the foliowing conclusions can be made. First, the de novo 

model relies on system flexi'bility, or relaxation of some constraints to either impmve an 

optimal objective hc t ion  value, or to attain a metaoptimum. The amount of system 

flexibility introduced wii i  be directly related to the improvanent in an objective fiinction 

value, and the feasl'bility of the metaoptimum. Second, a goveniing bc t ion  over the 

flexibüïty is introduced. Zeleny's objective is that of the economic interpretation of 

flexibüïty, i.e. the minimization of the cost of purchashg resources. Ifa per unit cost of 

using a resource is avaiiable, then the budget is easily interpmted. However, depending 

on the nature of the moreses, 0 t h  types of goveming hctions may be necessary, and 

may not have a practical interpretation. Third, the de novo model designs the optimal 

system as opposed to optimizing a given system. If an improvement in the single 

objective problem is attained via the de novo mode1 one can conclude that the given 

system was not optimal with respect to the objective. Similarly, in the multiobjective 

fhmework, a feasibility of the metaoptimum in the de novo model would imply that the 

given system was not optimal with respect to the metaoptimum. Finally, the design of a 

resource poiûolio, and thus the system itseIf, results in no slack variables associated with 

soft inequality constraints, and therefore no surplus or wasteâ resources. 



Chaptm 4: APPUCAîXON OF DE NOVO PR-G TO RESEUVOLû DESIGN 

4. APPLICATION OF DE NOVO 
PROGRAMMING TO RESERVOIR 
DESIGN 

This chapter considers a hypothetical reservoir design modd which will be used to 

compare the solutions of two optimkation methods, the conventional optimization 

approach, and de novo p r o g ~ i n g .  A multiple objective framework is selected by the 

introduction of two confiicting reservoir objectives. The resmoir model is made to 

uphold a manageable scale via the Iimitation of system consttaints. Although these two 

aspects greatly simplify the problem, and therefore deviate fkom an expected real-time 

reservoir design model, the problem is adequate for the purpose of this work. 

4.1 General 

Reservoir construction for the purpose of temporal and physical control of water is one of 

the most comrnon water resources projects used to satisfy a demand for water with a 

specined reliability. Damming of rivers may result in signincant economic, 

environmmtal, and social impacts on a given ngion and therefore requires 
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comprehensive planning and development techniques. Resemoir design problems are 

one category of examples which involve the participation of professionais h m  various 

fields who must use d y t i c a i  models to predict the physical and operational behavior of 

the reservoù thtoughout its life tirne. In the planning stage of design, a required active 

storage, or "sw" of the remvoir which will satisw a predicted demmd has to be decided 

upon. 

The determination of size facilitates M e r  decisions concerning the physical 

requirements of reservoi. location, and physicai attriiutes of the dam itself. Since the 

number of alternaîe solutions which will achieve system tequirements is great, it is 

necessary to employ the use of a systemr appmach in order to efficiently solve the 

problem. This is accomplished by mathematicdy developing evaluation criteria which 

will be used to disatmhate among various feasible solution alternatives. 

An opthkation model was developed in order to demonstrate the use of de novo 

programming on a hypothetical mervoir sizing problem. For the purpose of minimin'ng 

problem complexity while attaining a representative and practical reservoir sizing 

problem, a number of assumptions were developed. These are explained in the followïng 

section. 
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4.2 Resewoir Mode1 Development 

In the most generai resemoir design formulation, it is necessary to minimize the required 

active storage of the resewoir, subject to continuity of reservoir infiow and outfiow, as 

weii as storage capacity constraints (Loucks, 198 1). Mathematicaily, this optimization 

mode1 cm be expressed as follows: 

Minimbe K 

subject to: 

sr =sr-, +r, -ra, -R,-EVAP, -m 
Sr 5 K 

s, = s, 

Jt=I,2, ..., TJ 

where: 

K is the required active storage; 

S, is the reservoir storage at the end of time period t (So and ST are the initial and final 

reservoir storage, respectively); 

1, is the cumulative M o w  into the reservoir for the th period, rneasured at the end of time 

period t; 

WS, is the total water supply providecl by the reservok for the t' period, measued at the 

end of time period t; 

& is the total downstream release h m  the resemoir for the th period, me-ed at the 

end of time penod t; 
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EVAP, and M+re the total evapodon and infiltration losses h m  the resewoir 

measured at the end of îime period t; and 

T is the length of the planning horizon for the reservoit design project 

The objective is the muummû 
- - .  -on of aii impacts related to the active storage of the 

reservoir system; the system king defineci explicitly via constraints and decision 

variables. The nrSt system constraint is r e f d  to as the continuity equation since it 

relates the reservoir storage within each time period, to the ïnfiow, water supply, 

dowllsfceam ~ h ~ e ,  and reservoir losses. Water supply represents the reservoir yield 

within each tune iacrement. The second equation stipulates that the required active 

reservoir storage mwt be SUfficient to hold all stored water within each time period. 

Finaily, the last constraint represents the assumption of continuity of the entire i d o w  

sequence. This prevents the reservoir h m  ernptying while attempting to satisfjr the 

specified water demand and minimize the maximum storage. Precipitation directly on the 

reservoir, evaporation, and infiItration h m  the resenroir are assumed to be accounted for 

in the reservoir inflow sequence. Opthkation of this linear program yields the required 

active storage which is directly related to the input into and the total demand on the 

system. 

Other objectives may also be pertinent to the design, implementation, and management of 

the reservoir. Such objectives may represent environmental, economic, or social effects 

not implicitiy dehed by minimi7ation of the r e q d  active storage. To refiect a 



maltiobjective decision environment, it is assumed that the reservou design process must 

be evduated on the basis of two critenena= the minîmhtion of the required active storage, 

and the minuai7ati 
. .  . 

'on of the sum of absolute deviations of reservoir storage h m  

predetermined target storage levels. The former objective eiisures the minuniration of 

cost related to the physical size of the required dam, evacution of upstream residents, 

negative environmental effécts, and othet. The latter objective reflects the importance of 

the resenoir to provide benefits related to the regdation of the resulting lake level. For 

example, the reservou may be required to satisfl multiple user demands, such as 

maintainhg the lake level constant during the summer months. Doing so would benefit 

those using the lake for recreationai or navigational purposes. Aesthetic apped of the 

lake may also be linked to a high reservou level. 

ûther demands include flood protection for downstream locations, maintenance of fish 

spawning conditions, or increase in hyâmpower generation reliability. Without particular 

identification of any single resewoir purpose, it was assumeci that deviations h m  a target 

storage profile were to be minimized. 

Additional conslraints on the system bind the water supply, storage and downstream 

release within each time period to upper and lower limits. These constraiuts reflect the 

assumeci minimum dowable river fïow dowiistream of the reservoir, and the maximum 

flow of water that cm be passed tbrough various control structures, respectively. 

Mathematically, the complete reservoir mode1 cm be summarized as foîlows. 
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where: 

EVAP, and INF, are considerd negligible resewoir losses; 

S,, and S, are the lower and upper bounds on the resemoir storage within time period t 

respectively (assumed coiistant for aii t h e  perîods); 

LB, and UB,are the lower and upper bounds on the fiaction of water supply provided, 

relative to a demand target for that tirne period DTAR, respectively (assumed constant 

for aii simulated years); 

DTAR, are monthly dmmd target levels; 

s*, are monthly target resewoir storage levels; 
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RMINm and RMAX, âre the minimm and msUUmm aiîowable nsavoir release bounds 

on month m, for the satisfaction of downstream needs (assumeed constant for ai l  simulated 

Y-); 

U, and V, are positive variables one of which WU equal zen, in a given time @od, t 

t is the monthly time index; 

m is the monthly tirne index for variables which are allowed to Vary ody throughout the 

year, as opposeci to over the entire planning horizon; and 

T is the 1engt.h of the planning horizon in months. 

The reservoir sizing model is a system of seven sets of constraints which is to be 

optimized with respect to two criteria Optimization of either of the objectives will yield 

respective optimal values of each aiterion as well as a set of optimal decision variables. 

Limiting resources and other system parameters which complete the given reservoù 

model, are descriied next. 

4.3 Resewou Mode1 Input Data 

The data used in the definition of the given reservoir model is based to a large extent on 

the characteristics of the Shehouth Reservoir, better known as Lake of the Prairies. 

Shellmouth Reservoir was constructed near Russell, Manitoba, Canada, in 1971 and in 

full operation h m  1972 to the present day. Since this date, a reliable inflow record has 

been maintainecl with a calibrateci hydrological gauge. Although the entire available 
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innow record for a reservoit site shouid be used to ensure that aU hydmlogical periods are 

captsued in the design pmess, only 15 years of the available hydmlogy were selected in 

order to minimize the number of constraints, and therefore the difaculty in obtaining 

solutions fimm the optimization solver. 

Minimum and maximum reservoir releases are based on those corresponding to the 

minimum release required for Sucvival of downstream aquatic Me, and maximum 

operational capabilities with two release gates open, respectively. 

Available data representing the demand for water withdrawn the resewoir for 

municipal purposes at the location of. or dowastnam hm, the resewoir are based on the 

projected total demand for the year 2040. This number is based on the extrapolation of 

the cumulative demand for water licenses between Shellmouth Reservoir and Winnipeg, 

Manitoba between the present and the year 2040. A cumulative downstream release was 

obtained by summing water demand for: low flow augmentation, irrigation demand, 

dernand for themal grneration cooling, and dilution of treated sewage discharge. 

The multipurpose nature of SheUmouth Reservoir is reflected in its operational d e  

curve. The reservou is operated in a manner which ensures available storage of the 

spring fieshet and high lake elevation levels during the Sunmer rnonths. Although the 

reservoir does not dways attain its target storage within each month, it is operated in a 

manner that incorporates reservoir inflow forecasts, and a series of operational d e s  
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which minnnize the amount of target storage deviatîon. The d e  cunre for the 

Shellmouth Reservoir is used as the set of monthly target storage levels in the given 

resefvou mdel. It is assumeci that the d e  ciwe, and monthly target dernand levels 

remain constant for every year during the plamhg horizon. 

The use of Sheiimouth Reservoir data is made to illustrate the type of information that 

may be taken as given by an analyst in a hypotheticai case. The results in this work, have 

no reflection on the operation of Shellmouth Reservoir. AU input daîa used in the 

development of the given and de novo resewoir models is tabulated in Appendix A. 

Next, the given resewoir mode1 is analyzed pnor to the application of de novo 

program-g- 

4.4 Conventionai Reservoir Design Optimization Mode1 

The conventional optimization approach requires the acceptance of al l  system constraints 

as given, and the optimization of the given system with respect to individual objectives. 

In a multiobjective fhmework, the conventional approach immediately focuses on the 

generation of feasible compromise solutions, since by definition, compromising 

objectives can not be optimal simultaneously. Optimization of the aven systern with 

respect to individual objectives provides insight into the level of compromise needed to 

be made. This process also identifies the metaoptimum of the given system. 
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GAMS ( Generai Algebraic Modehg System ) software was selected as the opthüzation 

tool and used to geaaate all optimization solutions discussed hereafter. Appendices B 

and C provide the GAMS input and output daîa files, respectively, for the given reservoir 

model. 

ûptïmization of the given resexvoir model while mhimizhg the required active storage 

6 3 yielded an optimal reservoir active storage of 3 19.5 *(IO m ), and an associateci value of 

6 3 the second objective of 32,3 17.1 '(10 m ). The storage, water supply, and downstream 

release profiles for the planning horizon are show in Figures 4-l,4-2, and 4-3 

respectively. In this case, optimal reservoir operation pmvides the required amount of 

release to satisQ current demand, store a minimum required volume of water for fiiture 

demand which could not be satisfied by the provision of fûture MOW, and release ail 

additional inDow which is not vital to the provision for current or fbture demand. In this 

manner the storage in the reswoir is minimized within each time period. 

The optimal storage profile reaches a maximum at appmximately the halfway point in the 

planning horizon indicating an accumulation of reservou storage followed by a 

progressive decrease in order to attain a feasible solution ( the beginning and ending 

storage levels must be equal ). Cornparison of the optimal storage profle with the target 

storage pronle for the planning horizon indicated the model did not address the 

importance of storage deviation. The optimal water supply revealed that the majority of 

the allocations for this p q s e  coincided with the minimum bound of the water supply 
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target. Only when the resewoir storage reached its maximum, did the model aUow an 

uppa bound ofwater supply to be reached. As the reservoir storage decreased, however, 

the lower bound on water supply was maintaineci. The optimal downstrram release 

prohle foliowed a similar pattern to that of the water supply. A minimum bound for 

dowmtream release was attained for the majority of the planning horizon, king exceeded 

ody atoutid the t h e  of the maximum storage in the resewou. This type of optimai 

reservoir operation is expected since the prevailing objective drives the model to satisw 

the minimum total demand, providiag an amount above the minimum only when 

unnecessary reservoir storage wodd result. 

400 
350 
300 
250 
200 
150 
LOO 
50 
O 

[- OptPel Reseiwi Storage -x- Target Storage 1 

Figure 4-1 Optimai Reservoir Storage Profil& Mhhhatian of the Required Active Storage for the 
Givea Reservoir System 
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Tirne Period ( months ) 

1 -=-Target Watcr Supply -Optimal Water Supply 1 

Figure 4-2 Optixcnai Water Supply Profüc, Minimizrtion of the Requiied Active Storage for the 
Given Resewoir System 

T h e  Period ( rnonths ) 

1 --..... Mmhum Bound ----Maximum Bound - O p t h a l R e k a s e  I 

Figure 4-3 Optimal Resewoir Release Profüe, MlnimIzrtioo of tbe Requited Active Storage for the 
Givea Reservoir System 



Ch4ptm 4: APPUCiIION OFDE NOVO PROGIMUBUNG TO REXEUVOIR DESIGN 

Optimization of the resemoir model while mhhizbg the sum of the deviations of 

6 3 storage h m  target storage yielded an optimal sum of deviations of 14,945.8 *(IO m ), 

6 3 and an associateci value of the first objective of 477.4 *(IO m ). The storage, water 

supply, and downstream release profiles for the planning horizon are shown in figures 4- 

4,4-5, and 46 respectively. In this case, the model is driven by the goal of mninnization 

of the total sum of reservoir storage deviations. Implicitly, this objective does not 

address penalties pertaining to the sign of deviation (i.e. positive or negative), nor does it 

defiue a preference for deviations to occur witbin any time period during the planning 

horizon. 

The optimal storage profile shows a dramatic change in reservou operation compared to 

that in the previous solution and mimics the resewoir d e  cuve. This is an outcome of 

the objective and demand requirements. In general, the maximum resecvoir storage 

exceeded that of the previous case ( minimization of the required active storage ), and the 

maximum resavoir dowtl~fream releases were relatively less. The inflow hydrology does 

however ensure that similar reservou operation exists between these two scenarios. In 

general, the effect of the second objective results in an upward shift of the optimal 

reservoir storage profile, and the decrease of the peak dowastream release. 
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Time Perïod ( months ) 

/ -*- Target S torage O p timal Reservo t S torage 1 

Figure 4 4  OpCimai Reservoir Storage Profile, MInimiutïon of Che Sum of Storage Deviations for 
the Givea Reservoir System 

Time Pcriod ( months ) 

1 -x,Target Watcr Supply -Optimal Water Supply ] 

Figure 4-5 Optimal Water Supply Profüe, Minim&ation of Che S m  of Storage Deviations for the 
Civen Rescrvoir System 
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, , , , , , , M inhum Bound ,,,, Maximum Bound - O ptimal Release 

Figure 4-45 Optimai Reservoir Relewe Pionle, Minimizrrtion of the Sam of Storage Deviations for 
the Given Resewoir System 

It is clear that an ideal solution which wodd include the optimal required active storage, 

as weil as the optimal sum of storage deviations for the given reservoir model is not 

feusiMe. Based on the discussion of de novo programming, Chapter 3.0, this 

combination of optimal individual optima may be dehed as the metaoptimum referenced 

to the given system. The next step in conventionai reservoir design CAS for the 

identification of the set of nondominated points which is defbed as: the bntier  of 

decision space including aiî compromise solutions worthy of consideration. The 

generation of the set of nondominated points for the given reservoir model will be 

continued in section 4.6.1 . Next a de novo formulation of the given reservoir model is 

developed. 
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4.5 De Novo Reservou Design Opthbation Mode1 

Reformulation of the given system into a de novo mode1 requins the inttoduction of 

system fiexi'bility. Introduction of system fhi'bility to the reservoir design problem was 

subjected to one principle goal, to ~easonably justïfjr wustraint relaxation. Although 

many possibilities were available, the nnal selection of the de novo mode1 structure was 

also reguired to produce unique solutions linked to realistic resemoir characteristics. The 

selection of sof€ resources was based on the premise of maximum flexiiility in resenoir 

location, maximum and minimum storage capabilities, and downstream reservoir release. 

The f o d a t i o n  of the budget could not be fonned in a monetary sense. Assumptions 

regwding the interpretation of the budget coefficients were thetefore necessary. This 

issue will be revisited ui section 62. The de novo formulation of the reservoir design 

pmblem comprises of the foilowing assumptions: ai l  tesources except for the storage 

targets and the lower bound on the water supply are aiiowed to become soft resources to 

be designeci by the de novo formulation, the ideai performance or the given metaoptimum 

is denned as the combination of the optimal objective values found in the individuai 

optimization of each objective with respect to the given system, and cost coefficients used 

in the expression of the budget are assumed to be mity. 

Relaxation of maximum and minimum storage and re1ease restrictions is indicative of the 

preliminary nature of the resewoir design stage. OAen preceding a prefeasliiliv stage of 
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resemou design, an inception phase WU be carrieci out duting which information 

regarding the geology, hydrology, c b e ,  sediment ttanspofi, and other pertinent aspects 

of a watemhed (where construction of the dam is proposed) will be coiiected. The 

foiiowing prefeasliility stage of the project o h  focuses on the watmhed yield and 

flood characteristics of the dam itseIf, intake and outfiow control structures, as well as 

spillway design. Therefore relaxation of the above variables rnay be interpreted as the 

inability of the system analyst to determine the exact values of the specified system 

parameters. 

For exmple, the maximum storage which is a hction of resewoir location and dam 

height rnay not be hown with certainty, rnay not be a nstriction on the system, or rnay 

be known without cornplete certainty. Minimum storage is related to the expected life of 

the reservoir, mervoir pinpose, sediment transport capabiüties of the river, and perhaps 

environmental reasons. Minimum resewou release rnay be needed for natural chamels 

where aquatic life conditions aie sensitive to low flow levels, but this may not be the case 

for man made charnels. Maximum resavoi. release rnay be coaStrained by the design of 

oudets. For example, pipe diameter or gate height. This parameter may also be limited 

by structural stability limitations and downstrumi channel capacities. However, prior to 

the selection of dam location, and the design of physical dam components, the maximum 

resewoir release may be uncertain. 
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The upper bound on the k t i o n  of water to be supplieci for coasirmptive purposes may 

reflet the nature of the demand type. Municipal demand oftw requires a tatget level 

during a time @od for which a negative deviation coincides with a steep penalty. A 

positive deviation, in generai, does not d t  in a penaity, i.e. the water simply wiîi not be 

consumeci. IndUSffial demand has simiiar characteristics, however penalties associated 

with deviations h m  target levels are not as severe. Demand for imgation water supply 

focuses on a minimum water supply, and often accepts water available above this levei. 

Timing of water supply is as important as the quantity available. The large number of 

parameters associated with development of m p  types is directly responsible for the 

uncertainty of irrigation water demand. 

CertainIy the relaxation of a system resources involves a thomugh thought process. The 

nature of the resource and its part in the overall system m u t  be addresseci before a 

decision can be made, An issue that has not been mentioned thus far involves associated 

economic impacts. Rojects involving dam construction are always u d e r  strict financiai 

constraints. The relaxation of a system resource may involve an unreaüstic economic 

outcorne, or doing so may be done deliberately in order to measure the effect of system 

flexibility on the cost of a project component. The analyst should consider al1 aspects of 

de novo mode1 formulation. Constraint types can be grouped into broad categories, 

involving econornic, physical, institutional or operational, social, and ecological types of 

resources. Experts in each field can then tackie each category individualiy, with nnal 
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recommendations for soft resources king conglomerated and discussed with respect to 

the resexvoir system as a whole. 

The de novo madel is f o d  to supply the minimum level of the water supply target, and 

must obey a given operathg d e  curve for target storage levels. These characteristics 

were not allowed to be relaxeci to presenre the multipurpose nahne of the reservoir, Le. 

the provision of water supply, recreation ( high Summer reservoir elevation ), and flood 

protection during spring months. The metaoptimum is defineci as the set of optimal 

objective fbnction values of the given reservoir system and is stipulated via additional 

constraints. The de novo reservou design mode1 is written as foilows. 

Subject to: 

St = + I f  - WSt - Rt 

S, r K 

s, =sr 

0 6 s -  -St -Sm 5 0  

mm I (DTAR,)-' wst - mm s O 

o i ~ M - R *  -RUAXm 9 0  

sr +ut -v, =s: 

Kr31955 (106m3) 
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* - .  

Minuaization of the objective with respect to the de novo model provides the optimal 

budget which will eiisure the achievernent of the metaoptimum, i-e. cotlsfraints (4 - 21) 

and (4 - 22) must be satisfieâ, via the design of an optimal soft resource poafolio, 

provided such a solution exists. It was found that an optimal solution to the de novo 

model was not feasl'ble ( GAMS input and output data files for the de novo reservoir 

model, are providecl in Appendices D and E nspectively ). Cornparison of the de novo 

with the given resewoir model revealed that an insuffiCient amount of system flembüity 

has been provided to achieve the demanding task of satisfying the metaoptimum 

collstraints. 

At this t h e ,  the following options exist: the system can be refomuiated to provide more 

system flexibility and the analysis repeated, the metaoptimum can be relaxed and the 

analysis repeated, a combination of both, or the de novo model accepted and further 

analyzed. The last option f d s  into an expected category, deasîbiiity of an ideal system 

performance, and therefore to M y  evaluate de novo programming, this option wil l  

become the fmus of the remaining work. Compacison of either systern's performance 

will require the gaieration of nondominated points for each reservoir system, and the 

selection of compromise solutions which is done in the next two sections. 
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4.5.1 Nondomhated Sets of Conventiond and De Novo Resewoir 
Models 

Considering the efficiency, and the precision of resuits, the weighting method was 

selected for grneration of the pareto optimal m e s  for the given and de novo reservoir 

models. 

The weighting method uses numerical weights to combine conflicting model objectives 

into a single weighted system objective. Optimization of a system with a selected pair of 

weights yields a single f a ib l e  solution which is mathematicaily guaranteed to Lie within 

the set of nondorninated points. Iterative variation of objective weights and subsequent 

optimization of a system, d t s  in a series of nondominated points which together 

represent the pareto optimal curve. The advantage of the weighting method is its 

simplicity in application and understanding, and explicit consideration of objective trade 

offs. Negative aspects include the high t h e  consumption related to the fact that 

successive system pdormance levels guide the choice of an appropriate pair of weights 

for the next iteration, and the possibility of a large number of different weights yielding 

the same nondorninated solution. 

Mathematical programs used in the development of the given and de novo nondominated 

sets of points are Listeci below. The objective in each comprises of a sum of weighted 

required active storage, and weighted sum of storage deviations. The model for the 



generation of  the set o f  nondominated points of the given reservoir system is sunmarized 

as: 

subject tto: 

equation (4 - 5) to (4 - 12) 

The mode1 for the generation of the de novo set of nondominated points is similar to that 

of the given reservoir system. The main ciiflierence being the inclusion of soft resources. 

Minimize (4 - 23) 

sub~ect to: 

equation (4 - 13) to (4 - 22) 

wbere: 

W1 and W2 are arbitrary constants. 

Note that neither system includes the given metaoptimum constraints. These constraints 

are excluded in the de novo systern to avoid an unnecessary bias with respect to the given 

system. Since it was established that the given metaoptimum c m  not be attaùied, the de 

novo set of nondominated points cannot possibly include this point 

Approximately 150 iterations invoiving the seiection of arbitrary constants were requùed 

to develop the representative Pareto optimal c w e s  for the given and de novo resenoir 
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systems, respectively. A gqhical comparison between the respective sets is presented in 

Figure 4-7. 

Rcquired Active Storage (OF1) 106 m3 

1 - G  en Reservo ir S ystem D e  N ovo Reservo u S ystem 1 

Figure 4-7 Cornparison of the given and de uovo noadominated sets of points, with respective 
metaoptima 

The ftontier of the de novo set of nondominated points is redesigned in accordance with 

the inclusion of soft resources. AU points on the de mvo pareto optimal curve exhibit an 

improvwent in one or both objectives when compared to various points in the given set. 

Drawiag vertical and horizontal lines through any point on the given pareto optimal curve 

results in the precise isolation of these points in the de novo set, which exhiiit an 

improvement in one or both objectives. In this matztler an exact level of improvement 

may be measured between a compromise de novo solution, and a given compromise 

solution. 
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As expected it is seen that the de novo pateto optimal c m e  does not pass through the 

location of the given metaoptimum. The location of the de novo metaoptimum is also 

seen to be excluded k m  the de novo set in c o n j d o n  Mth the level of objective 

conflict wbich exists in the de novo system. 

Chapter 3.0 demonstrateci the effect of de novo pmgnnnming on a decision space, the 

same presentation cm not be made with either reservoir systern due to the large number 

of decision variables, However, the effect of de novo resenroir system is demo~l~trated in 

objective space as seen in Figure 4-7. The relationship between decision variables and 

objective space is unique, and therefore guaraatees that an effect on the shape of the 

frontier of nondominated points is reflected in an effect on the shape of decision variable 

space, and vice versa. This notion can therefore be used to state that in the case of de 

novo mode1 infeasibility, de novo programming redesigns the shape of the feasible region 

in decision variable space, and &fore redesigns the pareto optimal c w e  in objective 

fiinction space. 

The generation of nondominated sets is necessary to ultimately select a best compromise 

solution. There is no single rnethod of identifyuig a best compromise solution, rather, the 

decision maker's preference for a solution is incorporated into the decision making 

process. Rior to the selection of a foimal solution technique, it may be possible for the 

decision maker to possess strong feelings toward a particular solution or group of 

solutions. in this case, and especially when a time constraint on the decision pmcess is 
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imposed, a decision maker may prefêr to select a solution, based on hidher experiaice. 

Otherwise a multitude of fornial search techniques exkt Some of these wem briefly 

descnied in the literature TeMew. The next section employs one technique, compromise 

programmiDg, to idenw best compromise solutions for the given and de novo reservoir 

models. 

4.5.2 Compromise Solutions of Conventionai and De Novo Reservoir 
Models 

Compromise programmulg identifies the solution which is guaranteed to Lie in a set of 

nondominated points, by minimimig the weighted "distance" betweeo nondominated 

points and an ideal or the metaoptimum. In practice, three best compromise solutions are 

typically generated in order to provide a sensitivity distriion of the best compromise 

solution to the decision makers preference for objective importance, and its deviation 

fiom the ideal. The distance metnc wrîtten for minimization of a rnultiobjective problem 

obtains the foliowing general fom: 

where: 

Ls(x) is the weighted distance of a point in the set of nondorninated points and a point 

representing the ideal solution or metaoptimum; 

Zi is the ih objective fiinction level; 
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is the ideal lwel of the ?'objective hction; 

z'*~ is the ma]Limum level of the im objective fimction; 

s is a constant used to express the decision makm coxtcern with the maximal deviation, 

typically the prob1em is solved for thme leveIs of s ( s = 1, s = 2, s = 100 ) which yield 

three best compromise decision alternatives; 

cq is a weight used to represent the decision makm relative importance of the i~ 

objective fiiaction; 

p is the number of objectives ( p = 2 ); and 

x is a vector of decisioa variables. 

The complete compromise set is detemiiaed by solving a compromise mode1 for a set of 

weights, (q ) and for ail 1 a s 5 m. Since the generation of an innnite number of 

compromise solutions is not possible, three points of the set are umially calcuiated, 

mainiy those corresponding to s = 1, s = 2, and s = 100. Each of these cases corresponds 

to a specific interpretation of the double weighting method. Variation and substitution of 

the "s" parameter in the distance metric reveals that a different meaning in the objective is 

achieved. 

The linear case ( s = 1 ) r d t s  in the distance being denned as the sum of weighted 

deviations of each objective relative to a predehed ideal. The objective weights are 

descnied by the parameter q which signifies the relative importance of each objective. 

In this case the deviations h m  the metaoptimum are weighted equaiiy with a unit 
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weight. If the deviaîion is r a i d  to the second power ( s = 2 ), al1 deviations wïIi be 

weighted in proportion to their magnitude. Continuing to increase the power to which the 

deviation is r a i d  to, d t s  in higha deviations being inCteasingiy weighted. An 

infinitely large power results in the Iargest deviation nceiving ail weight. Combination 

of this e f f i t  and the parameter produces the double weighting schane with the s 

parameter being interpreted as the importance of the maximal deviation, and the 

parameter as the importance of the ilh objective. 

The denominator of the distance metric may not be seifevident. If the objective 

functions are not expressed in commensurable terms, then it is necessary to htroduce a 

scahg hction ( the denominator ) to ensure a common range for each objective (O to 1). 

The advantage of dohg so easures mathematical scaluig of the distance metric which in 

tum prevents problems encomtered in the search procedure of the nonhear optimization 

process. Typical problems include numerical instability, and inaccuracy which pose 

problems in finding an optimal solution to the compromise modeL Another advantage to 

scaling deviations is the fact that ail tenns in the compromise objective become 

dimensionless, simplüying the intezpretation of the objective. For the given and de novo 

reservbu models, the maximum values of each objective were obtained through 

observation of bounds on coczesponding sets of nondomùiated points. 

The distance metric for the given reservoir system was related to the given metaoptimum, 

and obtained the foiIowing form. 



Chsp~er 4: APPUCXîTON OF DE NOVO PROGRAMlltING Ti9 RESERVOtR DESIGN 

Distance ( given system ) = 
[ (OFl-31955) ]. +[ (OF2 - 14945.83) 
(47736 - 3 1955) 3 169480 - 14945.83) 

where: 

OF1 represents the first objective fùnction, minnniznh 
. .  . 'on of the required active storage; 

- .  - OF2 represents the second objective hction, nmmnation of the sum of storage 

deviations; 

S = 1,2,lûû; and 

(3 19.555,14 945.83) is the location of the given metaoptimum in objective space 

477.36 and 3 1694.80 are the maximum bounds on each objective hctions OF1 and 

6 3 0F2, respectively, Utlits arr 10 m . 

Similarly, the distance metric for the de novo reservoir system was defineci as: 

Distance ( de novo system ) = 
[ (OFL- 194.40) 1' +[ (OF2 - 937850) 
(439.1 O - 194.40) (37684.90 - 937850) 

where: 

OF1 represents the nrst objective fiinction, mhimkation of the required active storage; 

OF2 represents the second objective bction, minimization of the sum of storage 

deviations; 

S =  1,2,1ûû;and 

(1 94.40,93 78.50) is the location of the given metaoptimum in objective space 

439.10 and 37684.90 are the maximum bounds on each objective fûnctions OF1 and 

6 3 0F2, respectively, uni6 are 10 m . 



A total of six optimization problexns are created h m  the above distance metrics. For 

each compromise modei, it was assumed that the objectives were equally important ( a = 

1 .O ). Summaries of the solutions are provided in Table 4-1, and Table 4-2. 

Table 4-1 Best compmmise soiutions for s = 1,2,100, rad a = 1.0 of the given rtservoir system, 
distance mtuiucd with m!QHa ta the given mctroptfmpm, 

Table 4-2 Best compromise solutions for s = 1,2,100, and a = 1.0 of the de novo resewou system, 
distance measured with respect to the de novo metaopîimum. 

s Optimal OFI opt lm~l  on 
id m3 106 II? 

It can be seen that aii compromise performance levels are improved on by the de novo 

resmoir design. This is not a surprishg conclusion since the generation of given and de 

novo sets of nondominated points implied this result. The exercise of generating 

compromise solutions does however provide exact measures of improvement for different 

objective deviation prefmces. The relative location of each generated compromise 

solution is shown graphically in Figure 4-8. 
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Requüed Active S torage (O F 1 )  1 O 6  m3 

1 - G iven Reservo ir S ystem D e  Novo Reservoir System l 
I 

/ , Given Metaoptimum DeNovo  Metaoptimum 1 
f 

Figure 4-8 Location of optimal compromise satutioas for given and de novo reservoir systems 

The de novo mervoir model designed the sof€ resource portfolio in a manner that 

dissipated some objective conflict. At best, the de novo system codd have attained the 

given metaoptimum ( metaoptimum included in the de novo model as equality constraints 

with respect to the given system ), and at worst no benefit could have been gained. An 

intennediate state where the performance of compmmise solutions is improveâ, is also 

possible. It is evident that de novo programming may impmve system pafomance via 

the optimal design of a resmou system. It is not possible to improve upon an optimal 

system design once all soft resoufces have been identifiai. The next chapter provides a 

detailed presentation of the reservou pdormance in each generated compromise 

solution. 
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5. COMPARISON OF GIVEN AND DE 
NOVO RESERVOIR SYSTEMS 

Compromise solutions for two miquely designed resenroir systems have been generated. 

This chapter concentrates on comparing the configuration of given and de novo reservoir 

systems. Each type of compromise solution ( s = 1, s = 2, s = 100 ) reflects the decision 

maker's preference for objective deviation and is discussed individualiy. System 

configuration refers to physicd as weU as operational ~servoir characteristics which are 

depicted in resewoi. storage, water supply, and dowusimm release profiles. A final 

discussion regardhg the de novo p r o m g  concept is provided in chapter 6.0. 

5.1 Equal Preference for Objective Deviation, s = 1 

The given reservoir mode1 assumed ked  resourca for ai l  constraints. Within the given 

feasible region, the performance of this compromise solution requires a minimum 

6 3 required active storage of 403.19 *(IO m ) and a minimum sum of storage deviations of 

20202.45 *(1 o6 m3). 
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The de novo made1 designed a soA resource portfolio which included a maximum 

6 3 required active storage of 335.67 *(IO m ), a minimum storage of zero, minimum 

monthly release policy of zero ( for every month ), maximum monthly release e q d h g  

6 3 zero in every month except for March in which it is 0.75 '(10 m ), and an upper bound 

poiicy for water supply varying âom 0.95 to 15.08. The performance of the de novo 

mode1 is measured by the objective fiinction values. The minimum required active 

storage was equal to the maximum rrsetvoir storage attaiaed during the planning horizon, 

335.67 *(106 m3), with a correspondhg total minimum sum of storage deviations of 

6 3 15158.66 *(IO m). 

Reservoir operating strategies for each compromise solution are depicted in Figures 5-1, 

5-2, and 5-3 where a direct cornparisan of reservoir storage, water supply, and 

downstream release can be made. 
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rime C M o d  ( moatbr ) 
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Figure 3-1 Comprvisoa of reservoir stonge profiïes of the given and de novo reservoir models, 
compromise solution wItb s = 1 

The given model results in a higher range of reservoir storage than does the de novo 

model. This is due to a higher cumulative demand placed on the given model ( no 

relaxation of  the minimum downstream release ). Due to the selected double weighting 

method, the de novo mode1 is therefore capable of maintaining a higher average reservoir 

storage, while achieving a relatively smalîer active storage. Resmoir storage is a 

fiinction of the infiow and total resewoir release witbin a thne period. The water supply 

and total release profles are shown next. 
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[-Given R e s m o i r  D e  Noro Ruervoir 

Figure 5-2 C o m p h n  otreservoù witer sapply profiles ofthe @en and de novo reservoù 
models, compromise solution with s = 1 

The given model requires that the water supply provision be within 95% to 100% of the 

specised target demand. The de novo model ailows water supply provision above 

monthly minimum levels. To reflect the selected objective prefeteoce structure, the de 

novo model releases water as necessary to minhke  the nquired active storage and sum 

of storage deviations. The relaxation of the upper bound on water supply implies the 

acceptance of variability in maximum water supply levels. In this example, the 

maximum water supply as desigued by the de novo model, was approximately 160% 

greater than that in the given resemoir systern. 
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Figure 53 Cornpuison o f  resewoir do- release profües of the given md de novo reservoir 
models, compromise solution with s = 1 

The given model does not result in many time periods, in which downstream reservoir 

release exceeds the assumed minimum requirement. Months 76 to 80 are the only time 

periods in which the maximum release is achieved. The de novo model does not provide 

any downstream relcase in the majonty of the planning horizon. Five time perïods, 

correspondhg to the month of Marcb, obtain a nonzem allocation of downstteam release. 

These time periods correspond to high reservoir inflows, high provision of water supply, 

and hi& reservoir storage levels. In order to minimize both objectives, the de novo 

model must provide an allocation of water to downstream release during these time 

periods. 
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5.2 Proportional Weighting of Objective Deviations, s = 2 

The given reservoir model assumeci f h d  resources for al1 constrahts. Wihin the given 

faible region, the performance of this compromise solution requires a minimum 

req- active storage of 392.12 *(106 m3 and a minimum sum of storage deviations of 

6 3 21485.53 *(IO m ). 

The de novo model designed a soft resource portfolio which included a maximum 

6 3 required active storage of 301.65 '(10 m ), a minimum storage of zero, minimum 

monthiy release policy of zero ( for every month ), maximum monthly release equaling 

zero in every month, and an upper bond policy for water supply varying fiom 18.95 to 

0.95. The minimum required active storage was equal to the maximum raervoir storage 

6 3 attained during the planning horizon, 301.65 *(IO m ), with a correspondhg total 

6 3 minimum sum of storage deviations of 19556.83 *(IO m ). 

Reservoir operating stratepies for each compromise solution are depicted in Figures 5-4, 

5-5, and 5-6 where a direct cornparison of reservou storage, water supply, and 

downstream release can be made. 
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Figure 5-4 Compvfson of resemair &orage proiiles of the gven md de novo reservoù modets, 
compromise solution with s = 2 

The double weighting structure for this compmmise solution results in the minimization 

of the required active storage receiving more weight relative to the second objective. The 

de novo mode1 is capable of maintahhg a hi* average reservoir storage during the 

first 60 months of the planning horizon, suffiCient to provide the minimum water supply 

demand during the remaiader of the planning horizon. Resemoir active storage is 

decreased by approximately 10% with a comsponding increase in the sum of storage 

deviations of approximately 29%. The water supply and downstream reiease profiles, 

shown next, prove that a higher total reservoir release ( sum of water supply and 

do- release ) is necessary to achieve the performance of this resenroir system. 
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1 G i v e a  Rermoir D e  Novo Ruervoir 1 

Figure 5-5 Cornparison of remvoit water suppty ptotiles of the given and de nova reservoir 
models, compmmisc solution with s = 2 

The strict restriction on the water supply provision in the given model cm aot change the 

water supply profile drasticaily. The de novo model however shows a considerably 

higher peak water supply (in month 65). Although the total water supply provision did 

not change significantly, this water supply pronle is responsîble for the tradeoff in 

objective fiinction values observeci in the s = 1 and s = 2 compromise solutions. 
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1 Timc Period ( moatôs ) 

Figwe 545 Cornpuison OC réservoir d o m  release proûles of the given and de novo reservoù 
models, compromise solution with s = 2 

The total reservoir release does not increase for the given model signincantly, compared 

to the s = 1 compromise solution. The de novo model shows that no release for 

downstream puposes should be made. This outcome is again an indication that the de 

novo model does wt address a prefmce for tesemou releases to be allocated to water 

supply or downstream ne&. 

5.3 Minimization of the HIGHEST Objective Deviation, s = 100 

Within the aven feasible region, the perfomauce of this compromise solution requires a 

minimum required active storage of 456.69 *(106 m3) and a minimum sum of storage 

6 3 deviations of 15949.35 *(IO m ). 
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The de novo mode1 designeci a soft tesource portfoiio which included a maximum 

required active storage of 4IO8.56 ylo6 m\ a minimum storage of zero, minimum 

montbiy release policy of zero ( for every month ), maximum monthly release equaling 

zero in every month, and an upper bound policy for wata supply varying h m  18.77 to 

0.95. The @oraiance of the de novo mode1 is meanired by the objective hction 

values. The minimum required active stonge was egual to the maximum ximumervou 

6 3 storage attained during the planning horizon, 408.56 *(IO m ), with a wrresponding total 

6 3 minimum sum of storage deviations of 9782.45 *(IO m ). 

Reservoir operating strategia for each compromise solution are depicted in Figures 5-7, 

5-8, and 5-9 where a direct cornpaison of reservoir storage, water supply, and 

downstream release can be made. 



Chopter 5: COMPARISON OF GKENAND DE NOVO REXERVOiR SYSTEMS 
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Figure 5-7 Cornparison of reservoir storage profil~s of the given and de oovo reservoir models, 
compromise solution with s = 100 

This compromise solution reveds a higher preference for the minhhtion of the sum of 

storage deviatiom. The required active storage for the given and de novo models 

increases by approximately 13% and 22% respectively, when compared to the s = 1 

compromise sdution. Accordingiy the sum of storage deviations decreases by 

approximately 2 1 % and 3 5%. The range of  reservoir storage for both models decreased 

compared to the s = 1 and s = 2 cases reflecting the regdation of storage with respect to 

the specified target levels. 
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G i v c a  R a m o i r  D e  Novo Rcscnoir 

Figure 5-8 Cornparison of reservoir water suppiy pro6ies of the given and de aovo reservoü 
models, compromise solution with s = 100 

The peak water supply for the de novo mode1 reached 40.38 *(106 m3), signincantly less 

6 3 6 3 than that achieved in the s = 1, and s = 2 solutions ( 50.96 *(IO rn ), and 82.87 *(IO m ) 

respectively ). This an indication that wmparatively, more water must be stored in the 

reservoir as demanded by monthly storage target levels. 
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Figure 5 9  Compar&n of ieservoir downstream release proOles O€ the given and de nova reservoir 
models, compromise solutîon with s = 100 

The total downstrearn mervoir release for the given model did not vary significantly 

6 3 6 3 among aU compromise solutions ( 442.20 *(IO m ), 442.78 *( t O m ), and 442.8 8 *(1 o6 
3 m ) for s = 1, s = 2, and s = 100 respectively ). Once again the de novo model does not 

provide any do- release as release h m  the resemoir would hinder the storage 

needed to reflect the importance of minimin'ng storage deviations. 



6. DISCUSSION 

This chapter considers two main aspects of de novo programmhg, (1) the identification 

of soft resources which mates system flexibüty and dows  system efficiency to be 

maximized, and (2) the formulation of the budget objective. The goal of this chapter is to 

discuss the main charactezistics of de novo programming which will be used to make 

final conclusions and recommendations in Chapter 7.0. 

6.1 System Flexibiiity 

The process of soft resource identification has been demonstrateci in the development of 

the de novo reservou mode1 formulation. Several comments c m  be made based on this 

experience and the familarity with water resomes problems. 

Constraints may be separated into groups, such as physical, environmental, social, or 

economic constraints. This division wiU allow experts in particuiar fields to iden- the 

acceptable deviation h m  target resource levels. Doing so will result in the generation of 

resources which mut be fked, and soft remmes. This process done, may generate new 
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Mght into the intexaction of the reservou system with its sunounding enviroment. Sofi 

resources or consbhts WU, in any case, be acceptai under the pretense that the decision 

maker and adys t  have the authority of designkg the system- It is obvious that the 

selection of soft rrsources must be done on a case by case basis. Certainly, as the 

resenoir environment, and purpose changes, the system resources may change. 

Intuitively, the patentid for identifying soft resources exists at the design stage of water 

resources systems. Since the physical components are not fixeci, some physical 

iimitations may be considenai soft. SimiiarIy, more fieo'bility may exist in other 

constraints within the social, and environmental categories. However, the design stage of 

water resources systems is not exclusive to the application of de novo programming- 

Existing systems which involve multiple reservoirs, users, and objectives may also posses 

soft constraints. Due to the high complexity of such a system, optimization of reservoir 

operation may result in infeasibility of a solution. Some consûaints may therefore be 

relaxed in order to identify a feasible solution. For example, constraints Limiting the 

maximum or minimum channel flow capacities may be allowed to be relaxed a 

percentage of the planning time. Altematively, however, the de novo prognunmùig 

approach may be useü to design the optimal set of system resources. 
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6.2 De Novo Objective Fiinetion 

C I .  

Zeleny's application of de novo programmïng fmuses on the minrmization of a financial 

budget used to purchase a soft Tesource portfolio. In the resemoir design contact this may 

not be directly applicable due to dBculty of obtaining the per uait cost values of 

intangiile quantitiies. Ifpossible, the de novo objective may take the form of total cost. 

The benefit of de novo progamming may be equally as powerfùl îfthe budget is aîlowed 

to be interpreted as necessary for a particuiar pmblem. This implies that the budget 

shouid be considemi a govming objectiefwction. 

The goveming objective may be thought of as a conglomeration of several independent 

objectives. As with Zeleny's case each tenn in the budget represent the total cost of a 

particular resome. The budget then sums each individual resource cost to fom the 

overall goal, to rninimize the total cost of ail soft remmes. Extending this idea to the 

reservoir design pmblem is not as simple since the relaxation of one constraint, rnay have 

a very différent effcct, or piirpose, thau another soft resome. The de novo reservoir 

objective developed in Chapter 4.0, may be interpreted in this manner. 

With respect to the reservoir design pmblem, soft resources were assumeci to be equdiy 

important, or contain unit cost coefficients. Therefore the aunulatbe impact of the 

reservoir was minimized. Each term in the de novo resemoir objective can be analyzed 

iadividuaiiy, and reiated to specific impacts. Munmiza 
. .  . 

tion of the resmoir dead storage, 
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resuited in the decrease ofenvùo~l~lental impacts ( i.e.dimption of fish habitat in 

C I  * upstreaa~ riva). MiIilrmzation of the maximum reservoir storage decreased impacts 

such as the economic value of the height of the dam and nlated operational structures, 

floodllig of upstream land, resetüement of upstream villages, environmental and social 

impacts on the amroundhg region due to the reswoir lake. Relaxation of the minimum 

bounds on the reservoir downstream releases minimized downstream river flow* 

Although this would not be desiable in the case of nanirai chaonels where vegetation and 

aquatic Me  are of concem, for man made channels a minimum bound may be more 

flexible. The design of the maximum Limit on the reservou release, minimized 

downstream flaodllig. Fbally, minnmnng the upper bound on the water supply, 

minimized the maximum demanci, which may reflet a degree of demand side 

management. 

The use of unit coefficients in the de novo mervoir model, resulted in al1 tenns being 

weighed equally. Assignment of non unit coefficients would have resulted in increased 

importance of the correspondhg tenn. In this manner it is possible to implicitly assign 

preference to reservoir impacts. The nature of the relationship between the water 

resources system, people as weii as the environment will affect the choice coefficients 

which wiii be used to defhe the goveming objective fiinction. Zeleny's budget may 

therefore be refcired to as a goveming function comprised of either: (1) bmefits, costs, or 

net benefit coefficients representing value related to resources designed by the de novo 
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system, or (2) weighted terms used to dennt a structure of relative importance between 

soft resources, and their impacts. 

The next section briefly considers an alternative de novo reservoir mode1 which 

demonstrates that the interpretation of the de nova objective is dependent on the selection 

of a soft resome portfolio. 

6.2.1 Rule Cuwe Designed De Novo 

A common problem in existing reservoir operation, and therefore reservoir design 

pmblems, is the derivation of an optimal operathg d e  curve. Reservoir operators rely 

on nile curves to make appropriate reservoi. releases, which reflect a desired system 

performance and can be measured by objectives such as flood protection, hydropower 

production, and recreation. The case when only the d e  cuve is considered a sot3 

resource, is considered in this section. 

The derivation of cost coefficients in the budget may be done by strategic weightkg, or 

by relating the target mervoir storage to the resulting damages. Since the storage of 

water forfeits the use of water at other locations in direct proportion to the amount stored, 

the cost coefficient may be derived as a hction of reservoir storage. The purpose(s) of 

the reservou wili determine the exact nature of the cost hct ion and the time period it is 

valid in. For example losses due to inadequate resewoir elevation levels, and therefore 
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recreation on the lake, may only be important during the summer months. Rood storage 

on the other hand may be required for the storage of the spring M e t ,  

A de novo model which considered storage targets as soft, was formulateci to dernonstrate 

an altemative de novo objective. This de novo objective fùnction is summarized in 

equation 6-1. The system of constraints useâ in this de novo model was identical to that 

developed in section 4.3 with storage targets treated as soft resources, and metaoptimum 

constraints identifjing the desired system performance. 

-12 

Minimize Budget B = C,S: 
-1 

where: - 
m represents a month index 

cm is a monthly cost fùnction of the corresponding target reservoir storage, assumeci equal 

to 1.0 

s*, is the target resewoir storage for month m 

The cost coefficients were assumeci to be unity, and therefore the de novo model did not 

define a monthly preference structure for resewou storage. EssentiaUy, the budget 

represents the minimum sum of storage target levels that wil l  satisfy the water supply, 

downstream release, and metaoptimum constraînts. A feasible optimal solution to the de 

novo model was found ( GAMS input and output data nles are provideci in Appendices F 

and G, respectively ). The de novo reservoir system achieved the metaoptimum, ( 
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6 3 6 3 Required Active Storage = 3 19.SSf 10 m , Sum of Mations = 14945.83*10 m ). 

Figure 6 1  compares the given and optimal d e  c m .  Since the proper dennition of 

rnonthly target storage levels, depicted by the de mvo d e  cuve, achieved the system 

performance not feasl'ble in the given mservoir system, no compromise between the two 

major objectives was needed. Furthmore, monthly variation of the de novo d e  curve 

has a sirnilar trend as the given d e  curve. This is due to the naturai seasonaiïty of idow 

into, and total water, which are identicai in both modes. 

To summarize, the construction of the de novo objective via reservoir target levels may 

provide a practicai interpretation and is one type of  objective which may be linked to per 

unit cost or baient. Although the de novo mode1 used in this section did not consider 

varying cost coefficients, it did show the effect a nile curve has on the system 

performance. 
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1 D e  Novo Targct Rwrvoü Smnge Profile q i v c n  T q c t  Rucrvoü Stonge PmBc 1 

Figure 6-1 Cornparison of Given and De Novo designed Target Storage Profiles when the nile curve 
is used as the soft resource portfolio. 



7. CONCLUSIONS AND 
RECOMMENDATIONS 

A reservoir design mode1 was m t e d  and two methods of optimi7ation were applied, the 

conventional, and de novo pmgramming. An increase in system flexibility through the 

introduction of soft constraints was seen not to achieve a metaoptimal performance, 

instead best compromise solutions were generated for each solution method . Resulting 

reservoir characteristics, and operational strategies, were then wmpared A final 

discussion on the selection of a soft cesource portfolio, and formation of the de novo 

reservoir objective hc t ion  pmvided insight into the suitability of de novo programming 

for reservoir design and water resources planning problems. In particular, a d e  c w e  

was used to demonstrate one possible interpretation of the budget and means of attaining 

metaoptimal performance. 

This chapter concludes the investigation of de novo programming. Conclusions 

regarding potential benefit of this technique and limitations are made. Based on the 

observeci potential of de novo programming recommendations are made regarding its 

fiiture use in water resowces planning and management 
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7.1 Conclusions 

Based on the ntperience in applying de nom prognmmiing to a reservoir design problem 

( Chapter 4.0 ), the analysis of its solution ( Chapta 5.0 ), and its discussion in a broader 

context ( Chapter 6.0 ), the following conclusions are made. 

(i) The de novo optimization technique provides an improved reservoir system 

design on the condition that some flexi'bility in the system characteristics is 

allowed. 

(ii) System fim'bility is best judged on a case by case basis. It may be created via 

relaxation of constraints. Since each constraint is related to a system of 

environmental, econornic, and social impacts, a thorough examination of each 

constraint must be performed in oder to fully understand the de novo system. 

This requirement leads to the involvement of experts in the design of the resemoir 

system. 

(iü) The de novo system objective may or may not be easily interpreted, and may be 

thought of as: a total cost to be minUnized, a total benefit to be maximized, or a 

net benefit to be maximized. 

(iv) The de novo objective coefficients can be arbitrary constants used to appiy 

specinc weighting to each terni of the budget objective. 

(v) Ifa strict environment exists, where system flexibility can not be considereâ in a 

realistic mamer, the de novo technique does not provide additional idonnation, 



as compareci to the traditional approach of optimizing a given system. However, 

it may be used to generate and investigate hypotbetical scenarïos. 

De novo d t s  can lead to undesirable or unrealistic system design or operation, 

if constraint relaxation is not carried out in a comprehensive manner. 

Implementation of the de novo technique is best suited for study levels where the 

system is ill deheâ, or not dehed at all. For example, the prefeasîbility, 

feasibility, and design stages of nsavoir development The de novo technique is 

also applicable for existing resewoir systems. If the physical system is nXed, 

other types of o p t h i d o n  problems suitable for the implernentation of the de 

novo techniques may still exist For example, the optimal system operathg 

strategy, the optimal system expansion, or other types of problws where it may 

be required to simulate a system's behavior under various constraint assumptions. 

The de novo programming technique changes the focus h m  the optimization of 

given reservoir systems to the design of optimal reservoir systems. 

A de novo resenrou system may lead to improvement in the best compromise 

solution, when a metaoptimal system @ormance is not feasible. 

The decision maker and analyst must ultimately have the authority to design the 

reservoir system. 

De wvo programming provides a methodology for optimal system design, 

therefore with the identification of sustainable objectives and/or coIlStraints, de 

novo programming provides the methodology for sustainable reservoir system 

design. 
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7.2 Recommeadations 

Several cec~mmendations are made which are meaut to provide a direction for fuhm 

wodc in applying the de nova optimization approach to resemoir design and otha 

problems in the water resources neld AU recommendations are based on two factors. (1) 

The aeed to complete fürther studies . Since many simplifying factors were made for the 

pinpose of introducing the de novo p r o g r d g  theory, the conclusions made in this 

work are limited. (2) The need to provide direction for the development of mathematical 

techniques which will be regarded as sustainable decision m m g  tools. 

Application of the de novo technique to single and multiple reservoir systems 

where a multitude of conflicting objectives govem the decision making process. 

Examples may range h m  single reservoir design for the satisfaction of multiple 

needs, to the development of master plans for entire river bains. 

Application of the de novo technique to systems which utilize stochastic 

variables, constraints, and objectives. 

Investigation of de novo objective coefficients. The creation of de novo 

objectives may lead to the introduction of new resource "costs" which may be 

required for adequate objective representation. 

The introduction of system fleniility via objective ancilor coastraint hc t ion  

coefficients. Thus far de novo programming has concentrated on the nght hand 

sides of constraints, due to its origh of production scheduling. However, there is 
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no reason why system flexiiility can not be dexived b m  other sources such as 

temi coefficients in left hand sides of consûaints, or within the objective fhction. 

(v) Incorporation of objectives and constraints which comtiy represent the 

relationship between the mervoir system and the environment as a whole. 

The last recommendation touches upon an importent task for water resources engineers? 

that is to fully consider the reservoir system and its mundings. According to the 

accepted definition of SUSfaiI1Sible development, we must consider water resomes 

development impacts on today's society and environment as well as that in the fùture. 

However, complete system howledge and methodology capable of achieving this task is 

oniy beginning to be researched. The de novo programming approach offers one of these 

two requirements? the mathematical methodology. What remains is the integration of 

knowledge b m  rnany scientSc fields of expertise, which will allow present and fiiture 

reservoir impacts to be de- mathematically, at the design stage. 

Recommendation (v) has inspirad the following presentation of a sustainable de novo 

reservoir design model. Assuming that adequate mathematical representation of the 

system and its environment is possible, the given and de novo reservou design problems 

c m  be related as follows. 

Given Reservoir Desien Mode1 

Minimize Required Active Storage ( and other ) 

subject to: 
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physical requirenrents S physicai capacity+ (7 - 2) 

economic requirements < economic capacity* (7 - 3) 

environm>en.l ccncem s environmental carrying capacityf (7 - 4) 

socid concem I social capacity' (7 - 5) 

* These constraint groups include both soA and hatd resource capacities, which in the 

given resewou mode1 are treated as nxed. 

De Novo Reservou Desinn Mode1 

ûptunize 

a* sofl phpsicd capad@ + 

b* sofi economic capaci$p + 

c* su# envi'ronmental carryi'ng capacity + 

d* sa$ s u d  cupaci@ 

Subiect to: 

physical requirements - sofl physical capac@S 0 

physical requirements 5 hxed physical capaciîy 

economic requirements - sofl economic capa@y S O 

economic requirements I nxad economic capaciîy 

environmental concern - sofl environmental carrytng capuc@y i O 

environmental concern S nxed environmental c m g  capacity 

social concm - so,P sociài cqpaci@ S O 

social concem S nxed social capacity 

requireù active storage (and other) = metaoptimum 



where a, b, c, and d are per unît "cost" coefficients . 

The de novo mode1 makes three major assumptious, fïrst the existence of SuffiCient 

knowledge such that the m o i r  design variables can be linked to différent capacities, or 

resource limits, the possi7nlty of designing some cesources which are limited only with 

respect to the given system, and the establishment of per unit cost coefficients of soft 

resouices. These assumptions are an indication that M e r  work will be necessary to 

obtain sufncient ùiformation to fully utilize the de novo appmach. 1t is certain however 

that it is ignorant to assume perfèct lmowledge of complex water resources systems when 

we have the power to design optimal water resources systems. 
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A4MJen dix A Reservoir Mode1 
C haracteristics 



YEAR Jan Feb M a r  Apr  May Jun Jul Aug Sep Oct Nov Dec 
1 1.20 1.10 2.30 49.37 37.08 14-19 7.55 

Table A-2 C o n a t r a i n t  Limitation8 , (10' m3) . 
MONTH Minimum Required Maximum Target Water Target Reservoir 

Release Allowable SUPP~Y Storage 
Release 

J a n  1.90 36-88 2.09 252.15 
Feb 1.72 33.31 1 - 9 1  225 - 09 
Mar 1.90 36.88 2 . 1 4  196.80 
A P ~  1.84 35.69 2 -10  276.75 
May 1.90 36.88 10.18 396-00 
Jun 1.84 35-69 1 9 - 2 6  396.00 
J u l  1.90 36.88 23 -03  396-00 
Aug 1.90 36.88 19.53 396.00 
Sep 1-84 35.69 9.69 396.00 
O c t  1.90 36.88 5.25 338.25 
Nov 1.84 35.69 2.07 303.81 
Dec 1-90  36-88 2.04 276.75 

Table A93 Canstraint L i i i t a t i o n u -  

Mode1 Variable Value 
Minimum Reservoi r  Storaae 12.34 ( l o b  m') a 

Maximum Reservoir Storage 477.36 -(106 m') 
Lower Bound on Water Supply 0.95 
Upper Bound on Water Supply 1.00 



A-Wen dix B GAMS Inout File Code for 
the Given Resewoir Mode1 



****************************************************~**************** 
* This file psovides the basic input data file into GAMS for the * 
* Given Reservoir System- The Given Reservoir System is defined * 
* by the system constraints, Five objectives were used to 
* create fioe solutions, that which provides the minimum required * 
* active storage, minimum sum of storage deviations, a compromise 
* between these two primary objectives with the s = 1 case, a * 
* compromise betweenthe objectives with the s = 2 case, 
* and finally, a compromise between the primary objectives with * 
* the s = 100 case. 
* 

The objective functions for each solution were substituted into 
the constraint called OF.. 

* The following equations provide a summary of each objective * 
* function used with respect to the GIVEN RESERVOIR SYSTEM- 
* * 
* 1. Minimization of the Required Active Storage * 
* OF., OF1 = E = K; * 
+ * 
* 2. Minimization of the Sum of Storage Deviations * 
+. OF., OF2=E=SUM(T,V(T)+U(T)); * 
* * 
* 3. Compromise between 1. and 2,, s = 1 * 
* OF,, DISTANCE=E= POWER(((K-319,545)/(477,36-319,545)),1) * 
2. +POWLR( ( (OF2-14945.83) / (31694.00-14945.83) ) , 1) ; * 
* ( as given in this data input ) + 
* * 
* 4. Compromise between 1, and 2. , s = 2 * 
+ OF.. DISTANCE-E= POWER(((K-319.545)/(477,36-319.545)),2) 
j, +POWER( ( (OF2-14945.83) / (31694 -80-14945.83) ) , 2) ; i 

* * 
* 5. Compromise between 2. and 2., s = 100 .~r 

* OF.. DISTANCE=E= POWER(((K-319.545)/(477,36-319.545)),100) * 
* +POWER( ( (OF2-14945.83) /(31694.80-14945.83) ) , 100) ; * 
********************************************~***********************+ 

* This routine is supplied the following input: 
.Ir * 
* 15 years of monthly inflow in to the Shellmouth Reservoir * 

12 Monthly minimum and maximum Shelhouth Reservoir releases 
* 12 Monthly water supply targets 
* 12 Monthly lower and upper bounds on the water supply * 
* 12 Storage targets based on the Shellmouth operating rule curve * 
* Minimum and Maximum storage for Shellmouth Reservoir * 
* 
********************************************************************* 

OPTION ITERLIM = 50000; 
OPTION RESLIM = 50000; 
OPTION LIMROW = 0; 
OPTION LIMCOL = 0; 

SETS 
T time period in years /1*180/ 

DISPLAY T; 

SCALARS STOMIN min reservoir storage 
STOMAX max reservoir storage 



LOWB lower bound on water supply 
W B  upper bond on water supply; 

STOMIN=12-34 ; 
STOMAX=477.3645; 
LOWB=O .95 ; 
UPB=1.0; 

FILE FO /Gl.OUT/; 

PARAMETERS INE'LOW (T) monthly inflow in to shellmouth reservoir 



151 
152 
153 
154 
155 
156 
157 
158 
159 
160 

RMIN (T) 
/ 1 

2 
3 
4 
5 
6 
7 
8 
9 
10 
Il 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

9.6 
2.98 
0.55 
1.47 
1.69 
O . 9 
1.06 
1.12 
1.05 
35 . 42 

minimum 
1.9017 
1.7176 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1,7176 
1,9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.7176 
1.9017 
1,8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1, 9017 
1.9017 
1.7176 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.7176 

allowable monthly 
51 

47.29 
16.03 
17 . 95 
4.72 
0.97 
1.46 
2.15 
1.56 
0.96 
0.97 

release 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.7176 
1.9017 
1.8403 
1 . 9017 
1.8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1.7176 
1.9017 
1.8403 
1 . 9017 
1.8403 
1.9017 
1.9017 
1.8403 
l.gOl7 
1.8403 
1,9017 
1.9017 
1.7176 
1.9017 
1.8403 
l.9017 
1,8403 
1.9017 
1.9017 
1.8403 
1.9017 
1.8403 
1.9017 
1.9017 
1 .Y176 
1.9017 
1.8403 



151 1.9017 161 
152 1.9017 162 
153 1.8403 163 
154 1,9037 164 
155 1.8403 165 
156 1.9017 166 
157 1.9017 167 
158 1.7176 168 
159 1.9017 169 
160 1.8403 170 

W ( T )  maximum monthly release 



151 
152 
153 
154 
155 
156 
157 
158 
159 
160 

STAR (T) 
/ 1 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

monthly reservoir target storage 
252.15 51 



151 396 161 396 
152 396 162 396 
153 396 163 396 
154 338.25 164 396 
155 303.81 165 396 
156 276.75 166 338.25 
157 252.15 167 303.81 
158 225.09 168 276.75 
159 196.8 169 252.15 
160 276.75 170 225.09 

DTAR (T ) monthly demand target level 
/ 1 2.089152 51 2.14272 

2 1.911168 52 2.09952 
3 2.14272 53 10.17792 
4 2,09952 54 19.25856 
5 10.17792 55 23,03424 
6 19,25856 56 19,52554 
7 23,03424 57 9.69408 
8 19.52554 58 5.249664 
9 9.69408 59 2.0736 
10 5.249664 60 2,035584 
II 2.0736 61 2.089152 
12 2,035584 62 1.911168 
13 2,089152 63 2,14272 
14 1.911168 64 2.09952 
15 2.14272 65 10.17792 
16 2.09952 66 19.25856 
17 10.17792 67 23.03424 
18 19.25856 68 19.52554 
19 23.03424 69 9.69408 
20 19.52554 70 5.249664 
21 9.69408 71 2.0736 
22 5.249664 72 2.035584 
23 2.0736 73 2.089152 
24 2.035584 74 1,911168 
25 2.089152 75 2.14272 
26 1.911168 76 2.09952 
27 2,14272 77 10.17792 
28 2.09952 78 19.25856 
29 10.17792 79 23.03424 
30 19,25856 80 19.52554 
31 23.03424 81 9.69408 
32 19.52554 82 5.249664 
33 9.69408 83 2.0736 
34 5.249664 84 2.035584 
35 2,0736 85 2.089152 
36 2.035584 86 1.911168 
37 2,089152 87 2.14272 
38 1,911168 88 2.09952 
39 2.14272 89 10.17792 
40 2.09952 90 19.25856 
41 10.17792 91 23.03424 
42 19.25856 92 19,52554 
43 23.03424 93 9.69408 
44 19.52554 94 5.249664 
45 9.69408 95 2.0736 
46 5.249664 96 2.035584 
47 2.0736 97 2.089152 
48 2.035584 98 1.911168 
49 2.089152 99 2.14272 
50 1.911168 100 2.09952 



VARIABLES 
OF2 ob j ec t i ve  funct ion two 
START s t a r t i n g  s t o r age  of t h e  rese rvo i r  
S(T) monthly r e se rvo i r  storage 
R (T) monthly rese rvo i r  downstream re lease  
W S  (T)  monthly r e se rvo i r  water supply l e v e l  
K t h e  requ i red  active s to rage  of the  r e s e rvo i r  
V(T) p o s i t i v e  s torage dev ia t ion  
U(T) negat ive  s to rage  dev ia t ion  
D 1 STANCE 

S. UP (T) =1000; 
START.UP-1000; 
R. UP (T) =1000; 
WS. UP (T) =1000; 
V. UP (T) =1000; 
u. OP (T) =1000; 

EQUATIONS 
CONTIN (T ) 
CONTINF (T) 
RAS (Tl 
MINREL (T) 
MAXREL (T 1 
MINSTO (T) 
MINWS (Tl 
MAXWS (Tl 
MAXSTO (Tl 
STOTAR (T ) 
SECOND 
MAXDIST 
OF 

con t i nu i t y  equation 
con t i nu i t y  of inflow 
requ i red  a c t i v e  storage must exceed monthly storage 
minimum re l ea se  bounds 
maximum re l ea se  bounds 
minimum s to rage  bound 
minimum watar supply bounds 
maximum water supply bounds 
maximum storage bound 
s to rage  t a r g e t  deviat ion c o n s t r a i n t s  
the  sum of storage devia t ions  
t h e  maximum dis tance  t o  t h e  metaoptimum i s  one 
d i s tance  t o  the metaoptimum; 

CONTIN (T) . . S (T) =E=[START+INE'LOW (T) -R(T) -WS (T) ] $ (ORD (T) EQ 1) 
+ [S (T-1) +1NFLOW (T) -R(T) -WS (T) ] $ (ORD (T) GT 1) ; 

CONTINF(T) $ (ORD (T) EQ 180) . - START=E=S (T) ; 
RAS(T) .. S(T)=L=K; 
MINREL (T) . . RMIN (T) =L=R (T) ; 
MAXREL(T) .. R(T)=L=RMAX(T); 
MINSTO (T) . . S (T) =G=STOMIN; 
MAXSTO (T) . . S (T) =L=STOMAX; 
MINWS(T).. LOWB=L=((l/DTAR(T))+WS(T)); 
MAXWS (T) . . ( (l/DTAR (T) ) *WS (T) ) =L=UPB; 



STOTAR(T) , , S (T) -V(T) +U (Tl =E=STAR(T) ; 
SECOND. . OF2=E=SUM (T, V (T) +O (T)) ; 
MAXDIST., DISTANCE=L=l.O; 

OF., DISTANCE=E= POWER(((K-319,545)/(477.36-319.545)),1) 
+POWER( ((OF2-l4945.83) /(3l694.8O-l4945.83) 1 ,l) ; 

*********************************************+*********************** 

MODEL GIVBCl /ALL/; 
GIVBCl . OPTFILE =l; 
SOLVE GIVBC1 USING NLP MINIMIZING DISTANCE; 

PUT /STOMAX:>ll; PUT STOMIN:>14; PUT LOWB:>14; PUT UPB:>14; 
PUT / 
PUT / 
PUT 
/ i * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * r :  

>68, '**l :>2;  
PUT /'TIME' :>4, 'RMIN' :>IO, lRMAX':>7, 'DTAR':>7, 
'STORAGEr:>14,'D/S RELEASE1:>14,'WATER SUPPLY1:>14; 
PUT 
/ V * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * l :  

>68, ' ** '  :>2; 
FUT / 
LOOP(T, PUT / T.TL:>4; 
PUT RMIN (T) :>IO; PUT RMAX (T) : >7; PUT DTAR(T) :>7; 
PUT S.L(T)  :>l4; PUT R.L(T) :>l4; PUT WS.L(T) :>l4;) ; 
a 



Apge O ndix C GAMS Out~ut for the Given 
Resewoir System 



Table C-1 O p t i m a l  ûbjrct&vm Funetion Vahama 

Required Active S m  of Stora e P Çtorage (10%~) Deviations (10 m3) 
319 . 55 31703.28 

T a b l e  C-2 MLnimm and W u m  CO--t BO- 

Maximum Minimum Minimum Fraction of Maximum Fration of 
Storage Storage Target Water Supply Target Water Supply 
(106 m3) (106 m3) 
477.36 12-34 0.95 1.00 

Table C-3 Optiral Deci8ion Variables, M%nLmum and -um Dounatream 
Reservoic Raleuer , and Mbnthly Tisget W a t e s  Supply Levela, (10' m3) 

T h e  Minimum Maximum Target Optimal Optimal Optimal 
(rnonths) Release Release  Watsr Reservoir Reservoir Reservoir 

Supply Storage Release Water 









T a b l e  C-4 O p t i i r l  Objective ESlnction Values 

Required A c t i v e  Sum of S t o r a  e P Çtoraae (106 ru3) Deviations (10 m3) 

M a x i m u m  Minimum Minimum Fraction o f  Maximum F r a t i o n  of 
S torage S t o r a g e  Target Water Supply Target Water Supply 
(106 m3) (106 m31 
477.36 12.34 0.95 1-00 

T a b l e  C-6 Op- Decitsîon Variablem, MiaiPum and m u m  Downatream 
Resarvoit Relaases, and Monthly T a r g e t  Wl+at  Supply Levels, (10' m3) 

T h e  Minimum Maximum Target Optimal O p t i m a l  Optimal 
(months) R e l e a s e  R e l e a s e  Water R e s e r v o i r  Reservoir Reservoir 

Supply Storage Release Water 
S U P P ~ Y  

1 1-90 36.88 2.09 174.23 1.90 1.98 









Table C-7 ûptiiri ûb jective Punction Vaîuer 

Required Active Sum of Storase 
st&ase (106 d) Deviations (10' m3) 

403.19 20202.45 

T a b l e  C-8 Miaàmum and Coartra int  Bo& 

Maximum Minimum M i n h u m  Fraction of  Maximum Fration o f  
Storage Storage Target Water Supply Target Water Supply 
(1o6 m3) (106 m3) 
477.36 12-34 O. 95 1 

T a b l e  C-9 Opt imal  Decirion V-ables, aad m u m  Domatteam 
Resemoir Releaaes, and Monthïy T a z g e t  Wa- Supply mels ,  (10' d )  

T i m e  Minimum Maximum Target Optimal Optimal Optimal 
(months) Release Release Water Reservoir Reservoir Reservoir 

Supply Storage Release Water 









Table C-10 O p t i i r l  Objœctitn Function V&luas 

Required Active Sum of Stora e P Storage (106rn3) Deviations (10 m3) 
392.12 21485 -53 

Table C-11 -1~ md W u m  Corn-t Bound8 

Maximum Minimum Minimum Fract ion of Maximum Fration of 
Storage Storaqe Target Water Supply Target Water Supply 
(106 in3) (106 m ) 
477.36 12.34 0-95 1 

Table C-12 Op- Decision Vaiables, Minimm and Maximum Downatream 
Resetooit Raleasea, and Montâly T w t  Wa- Supply teoels, (10' m3) 

T h e  Minimum Maximum Target Optiraal Optimal Optimal 
(months) Release Release Water Reservoir Reservoir Reservoir 

Supply Storage Release Water 



Appcndk C: CompmmiK (s =2 2) for the G h n  Ruervv&System, Miâaapdiirium meusund 







T a b l e  C-13 Op- ûbjectivm Fbnctioa Vduos 

Required Active Sunt of Storaqe 

Table C-14 Minimum and Conattririt Boundr 

Maximum Minimum Minimum Fraction of Maximum Fration of 
Storage Storaqe Target Water Supply Target Water Supply 
(106 m3) (106 m ) 
477.36 12.34 0-95 1 , O0 

T a b l e  C-15 Optimal Decimaon Vuaables, M i n h u m  and m m  Downatream 
Resemroir Roleases, and Monthïy Targmt W a t u  Supply Levela, (106 m3) 

Time Minimum Maximum Target Optimal Optimal Optimal 
(months ) Release Release Water Reservoir Reservoir Reservoir 

Supply Storage Release Water 



AppenrlEic C: Compmmk W ' I I  f s = f W )  for the Gikn RcscrvoiiSpstcnr, Mdrropdtrrum measured 







A&Pe* dix D GAMS Input File Code for 
the De Novo Reservoir System 



This f i l e  provides t h e  basic input data f i l e  i n t o  GAMS f o r  the  * 
D e  Novo Reservoir System. The D e  Novo Resertroir System is 
defined by the system constraints .  Eight object ives  were used to* 
c rea te  eight solutions: t h a t  which provides the minimum required * 
ac t ive  s torage,  minimum sum of storage deviations,  compromise * 
so lu t ions  between two primary objectives (s = 1, s = 2, and 
s = 100 cases,  metaoptimum measured with respec t  t o  the de novo * 
r e se rvo i r  systeni) 

The objec t ive  funct ions f o r  each solution were subst i tuted in to  * 
the  cons t r a in t  ca l l ed  OF., * 
The following equations provide a sunmary of each objective * 
function used with respect t o  the  DE NOVO RESERVOIR SYSTEM. + 

* 
1. Minimization of t he  Required Active Storage .+ 

OF., OF1 = E = K; * 
* 

* 2. Minimization of t h e  Sum of Storage Deviations 
* OF.- O F 2 = E = S U M ( T , V ( T ) + U ( T ) ) ;  

* 3. Compromise between 1. and 2., s = 1, de nooo metaoptimum 
t OF.. DISTANCE=E= POWER(((K-194.4)/(439.10-194.4))rl) 
* +POWER( ( (OF2-9378.5) / (37684 . 90-9378 -5) ) , 1) ; -& 

* ( as given i n  the  following data f i l e  ) * 
* f 

* 4 .  Compromise between 1. and 2 . ,  s = 2, de  novo metaoptimum 
* OF.. DISTANCE=E= POWER(((K-194.4)/(439.10-194.4)),2) 
* +POWER(((OF2-9378,5)/(37684.90-9378.5)),2); 
* 
* 5. Compromise between 1. and 2., s = 100, de novo metaoptimum * 
* OF.. DISTANCE=E= POWER(((K-194.4) /(439.10-194-4) ) ,100) * 
* +POWER( ( (OF2-9378.5) / (37684 -90-9378 -5) ) ,100) ; c 

* 
f * 

********+~*******~******~******************************************** 
This rout ine  is supplied the following input: * 

* * 
* 15 years of monthly inflow i n  t o  the Shellmouth Reservoir * 
* 12 Monthly water supply t a rge t s  * 
* 12 Monthly lower bounds on the water supply * 
* 1 2  Storage t a r g e t s  based on the  Shellmouth operating rule curve * 
* 
***++***+********************+*************************~************* 

OPTION ITERLIM = 50000; 
OPTION RESLIM = 50000; 
OPTION LIMROW = 0; 
OPTION LIMCOL = O; 

SETS 
T t h e  period i n  years /1*180/ 

FILE FO /Dl.OUT/; 

SCALARS LOWB lower bound on water supply; 



PARAMETERS INFLOW ( T ) 
/ 1 1.2 

2 1-1 
3 2-3 
4 49.37 
5 37.08 
6 14-19 
7 7 * 55 
8 2.45 
9 1.88 
10 2.65 
Il 2-31 
12 1-6 
13 1.57 
14 1.4 
15 1-23 
16 85.78 
17 26.03 
18 11.06 
19 5.96 
20 3-71 
21 0.75 
22 1-9 
23 2-37 
24 2 
25 1.77 
26 1.39 
27 1.87 
28 78.6 
29 76.7 
30 7.29 
31 3.49 
32 1-23 
33 0.66 
34 0.96 
35 1.18 
36 0.72 
37 O, 38 
38 0.37 
39 1.56 
40 9.93 
4 1 7.91 
42 11.87 
43 11.32 
44 2-09 
45 1.92 
46 1.92 
47 1.88 
48 1-75 
4 9 1.23 
50 1.15 
51 1.24 
52 65.33 
53 92-84 
54 40.24 
55 4-85 
56 2-57 
57 3.45 
58 4.65 
59 3.45 

monthly inflow in to shelïmouth reservoir 
60 2-62 119 1.96 
61 1-91 120 1-25 
62 1-76 121 1 . 2 
63 1-68 122 1-13 
64 54.64 123 1-25 
65 107.77 124 37.81 
66 30.11 125 8.42 
67 10.13 126 1.65 
68 2-89 127 1.27 
69 3-16 128 1.08 
70 4-34 129 0.96 
71 4.49 130 1.44 
72 1.95 131. 1.73 
73 1.5 132 O. 84 
74 1-67 133 0.52 
75 1.98 134 0.6 
76 120.87 135 4.81 
77 33.44 136 9.1 
78 45.26 137 4.43 
79 29.24 138 3.47 
80 5-05 139 2.72 
81 5-77 140 1.52 
82 5.03 141 0. 71 
83 1.52 142 2.69 
84 1.15 143 2.96 
85 0.77 144 1.12 
86 0.88 145 0.43 
87 1.02 146 0.53 
88 15.08 147 0.73 
89 7.6 148 14.9 
90 2.37 149 8.17 
91 2-23 150 3.33 
92 1.61 151 9.6 
93 3.54 152 2.98 
94 4-59 153 0.55 
95 2.76 154 1.47 
96 1.74 155 1.69 
97 1.35 156 0.9 
98 0.93 157 1 . 06 
99 1.63 158 1.12 
100 22.51 159 1.05 
101 13-83 160 35.42 
102 4.35 161 47.29 
103 2.82 162 16.03 
104 O. 73 163 17.95 
105 0.89 164 4.72 
10 6 1.59 165 0.97 
107 2.11 166 1.46 
108 1.32 167 2.15 
10 9 0.94 168 1.56 
110 O. 81 169 0.96 
111 O. 8 170 0.97 
112 55.64 171 9.71 
113 115.88 172 23.81 
114 25.88 173 14.93 
115 3.54 174 14.99 
116 1.24 175 8.04 
117 1.41 17 6 0.87 
118 1.17 177 0.83 



178 
STAR (T) 
f 1 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

2.44 
monthly 
252.15 
225.09 
196.8 

276.75 
396 
396 
396 
396 
396 

338.25 
303.81 
276.75 
252.15 
225.09 
196.8 

276.75 
396 
396 
396 
396 
396 

338.25 
303.81 
276.75 
252.15 
225.09 
196.8 

276.75 
396 
396 
396 
396 
396 

338.25 
303.81 
276.75 
252.15 
225.09 
196.8 

276.75 
396 
396 
396 
396 
396 

338.25 
303.81 
276.75 
252.15 
225.09 
196.8 

276.75 
396 
396 
396 
396 
396 

338.25 
303.81 

179 1.99 
reservoir target storage 

60 276.75 
61 252.15 
62 225.09 
63 196.8 
64 276.75 
65 396 
66 396 
67 396 
68 396 
69 396 
70 338 -25 
71 303.81 
72 276.75 
73 252.15 
74 225.09 
75 196.8 
76 276-75 
77 396 
78 396 
79 396 
80 396 
81 396 
82 338.25 
83 303.81 
84 276.75 
85 252.15 
86 225.09 
87 196.8 
88 276.75 
89 396 
90 396 
91 396 
92 396 
93 396 
94 338 -25 
95 303.81 
96 276.75 
97 252.15 
98 225.09 
99 196.8 
100 276.75 
101 396 
102 396 
103 396 
104 396 
105 396 
106 338.25 
107 303.81 
108 276.75 
109 252.15 
110 225.09 
111 196.8 
112 276.75 
113 396 
114 396 
115 396 
116 396 
117 396 
118 338.25 



178 338.25 179 303.81 
DTAR(T) monthly demand target level 
/ 1 2,089152 60 2.035584 

2 1.911168 61 2.089152 
3 2,14272 62 1.911168 
4 2,09952 63 2.14272 
5 10,17792 64 2.09952 
6 19.25856 65 10,17792 
7 23,03424 66 19.25856 
8 19.52554 67 23.03424 
9 9.69408 68 19,52554 

10 5.249664 69 9.69408 
11 2.0736 70 5.249664 
12 2.035584 71 2,0736 
13 2.089152 72 2.035584 
14 1.911168 73 2.089152 
15 2,14272 74 1.911168 
16 2,09952 75 2.14272 
17 10.17792 76 2.09952 
18 19,25856 77 10.17792 
19 23.03424 78 19.25856 
20 19,52554 79 23.03424 
21 9.69408 80 19,52554 
22 5,249664 81 9.69408 
23 2.0736 82 5.249664 
24 2.035584 83 2.0736 
25 2,089152 84 2.035584 
26 1.911168 85 2.089152 
27 2.14272 86 1.911168 
28 2.09952 87 2,14272 
29 10.17792 88 2.09952 
30 19.25856 89 10.17792 
31 23,03424 90 19.25856 
32 19,52554 91 23.03424 
33 9.69408 92 19.52554 
34 5.249664 93 9.69408 
35 2,0736 94 5,249664 
36 2.035584 95 2,0736 
37 2.089152 96 2.035584 
38 1.911168 97 2.089152 
39 2.14272 98 1.911168 
40 2.09952 99 2.14272 
41 10.17792 100 2.09952 
42 19.25856 101 10.17792 
43 23.03424 102 19.25856 
44 19.52554 103 23.03424 
45 9.69408 104 19.52554 
46 5.249664 105 9.69408 
47 2.0736 106 5,249664 
48 2.035584 107 2,0736 
49 2,089152 108 2.035584 
50 1.911168 109 2.089152 
51 2.14272 110 1.911168 
52 2.09952 111 2.14272 
53 10,17792 112 2.09952 
54 19,25856 113 10.17792 
55 23.03424 114 19.25856 
56 19.52554 115 23.03424 
57 9.69408 116 19,52554 
58 5.249664 117 9.69408 
59 2.0736 118 5.249664 



VARIABLES 
OF2 objective function two 
START starting storage of the reservoir 
S (T) monthly reservoir storage 
R (T) monthly reservoir downstream release 
WS ( T )  monthly reservoir water supply level  
E&OW (T) monthly lower release bound 
RHIGH(T) monthly upper release bound 
SDEAD minimum storage 
SSPIL maximum storage 
UP(T) monthly upper water supply bound 
ba5e1 
BASEZ 
ba5e3 
ba5e4 
ba5e5 
ba5e6 
ba5e7 
ba5e8 
BWE9 
BASE10 
BAsEll 
BASE12 
RXBASE 1 
RXBASE2 
RXBASE3 
RXBASE4 
RXBASES 
RXBASEG 
RXBASE7 
RXBASE8 
RXBASE9 
RXBASE10 
RXBASEl1 
RXBASEl2 
UPWSBASE1 
UPWSBASE2 
UPWSBASE3 
UPWSBASE4 
UPWSBASES 
UPWSBASE6 
UPWSBASE7 
UPWSBASE8 
UPWSBASE9 
UPWSBASElO 
UPWSBASEll 
UPWSBASE12 
K the required active storage of the reservoir 
V(T) positive storage deviation 
U(T) negative storage deviation 
DISTANCE 

POSITIVE VARIABLES OF2, START, S (T) , R (T) , WS (T) , K, V (T) , U (T) ; 
POSITIVE VARIABLES RLOW (T) , MIGH (T) , SDEAD, SSPIL, UB (T) ; 
POSITIVE VARIABLES 
BASE1, BASE2, BASE3, BASE4, BASES, BASE6, BASE7, BASE8, BASE9, BASEIO, BASEll, BASE 
12; 



POSITIVE VARIABLES 
RXBASEI, RXBASES, RXBASE3, RXBASE4, RXBASES, RXBASE6, RXBASE7, RXBASE8, RXBASE9, 
RXBASEIO, RXBASE11, RXBASE12; 
P O S I T I V E  VARIABLES 
UPWSBAçE1rOPWSBASE2,UPWSBASE3~UPWSBASE4,UPWSBME5,UPWSBME6rUPWS3ME7rUP 
WSBASE8, UPWSBASE9, UPWSBASE10, UPWSBASEII, UPWSBASEIZ; 

S. UP (T) =1000; 
START,UP=1000; 
R. UP (T) =1000; 
WS. UP (T) =1000; 
RLOW. OP (T) =1000; 
RHIGB.UP(T)=lOOO; 
SDEAD. UP=l000; 
SSPIL.  up=5000; 
UB.UP(T) =LOO; 
V. UP (T) =1000; 
U.UP(T)=lOOO; 

EQUAT IONS 
CONTIN (T) 
CONTINF (T) 
RAS (Tl 
L O W L  (T) 
R N 1  (Tl 
RN2 (Tl 
R N 3  (Tl 
RN4 (Tl 
RN5 (Tl 
R N 6  (Tl 
RN7 (Tl 
RN8 (Tl 
RN9 (Tl 
R N 1 0  (Tl 
R N 1 1  (T )  
R N 1 2  (T) 
RN13 (T) 
R N 1 4  (T) 
R N 1 5  (T) 
R N 1 6  ( T )  
R N 1 7  (T) 
R N 1 8  (T) 
R N 1 9  (T) 
RN20 (T) 
R N 2 1  (T) 
R N 2 2  (T) 
R N 2 3  (T) 
R N 2 4  (T) 
R N 2 5  (T) 
R N 2 6  (T) 
R N 2 7  (T) 
R N 2 8  (T) 
R N 2 9  (Tl 
R N 3 0  (T) 
RN31 (T) 

cont inui ty  equation 
cont inui ty  of inflow 
required active s torage must exceed monthly storage 
minimum release bounds 

RN32 (T) R N 6 3  (T) 
R N 3 3  (T) RN64 (T) 
RN34 (T) RN65 (T) 
RN35 (T) R N 6 6  (T) 
RN36 (T) RN67 ( T )  
RN37 (T) RN68 (T) 
RN38 (T) R N 6 9  (T) 
RN39 (T) RN70 (T) 
RN40 (T) R N 7 1  (T) 
R N 4 1  (T) R N 7 2  (T) 
RN42 (T) R N 7 3  (T) 
RN43 (T) RN74 (T) 
RN44 (T) RN75 (T) 
RN45 (T) R N 7 6  (T) 
RN46 (T) RN77 (T) 
RN47 (T) RN78 (T) 
RN48 (T) R N 7 9  (T) 
RN49 ( T )  RN80 (T) 
RN50 (T) RN8 1 (T)  
R N 5 1  (T) RN82 (T) 
RN52 (T) RN83 (T) 
R N 5 3  (T) RN84 ( T )  
RN54 (T) R N 8 5  (T) 
RN55 (T) RN8 6 (T) 
RN56 (Tl RN87 (T) 
RN57 (T) RN88 (T) 
RN58 (T) RN8 9 (T) 
RN59 (T) RN90 (T) 
RN60 (T) R N 9 1  (Tl 
R N 6 1  (T)  R N 9 2  (T) 
RN62 (T) R N 9 3  (T) 



1 
1 
1 
1 
1 
1 
1 

RN107 (T)  
RN108 (T)  
RN109 (T)  
RN110 (T)  
RN111 (T)  
RN112 (T)  
RN113 ( T )  
RN114 (T)  
RN115 (T)  
RN116 (T)  
RN117 ( T )  
RN118 (T)  
RN119 (T)  
RN120 ( T )  
RN121 (T) 
RN122 (T)  
RN123 ( T )  
RN124 ( T )  
RN125 ( T )  
RN126 (T) 
RN127 ( T )  
RN128 ( T )  
RN129 (T)  
RN130 (T)  
RN131 (T)  
RN132 (T)  
RN133 (T)  
RN134 ( T )  
RN135 (T) 
RN136 ( T )  
RN137 ( T )  
RN138 (T)  
RN139 (T)  
RN140 (T)  
RN141 (T) 
RN142 (T) 
RN143 ( T )  
RN144 ( T )  
RN145 ( T )  
RN146 ( T )  
RN147 (T)  
RN148 ( T )  
RN149 (Tl 
RN150 ( T )  
RN151 ( T )  
RN152 (T) 
RN153 (T) 
RN154 ( T )  

RN94 (T)  
RN95 (T)  
RN96 (T)  
RN97 (T)  
RN98 (T) 
RN99 (T)  
RN100 (T 
RN101 (T 
RN102 (T 
RN103 (T 
RN104 (T 
RN105 (T 
RN106 (T 

RNlSS (T) 
RN156 (T) 
RN157 (T) 
RN158 (T) 
RN159 (T)  
RN160 (T) 
RN161 (T) 
RN162 (T) 
RN163 (T)  
RN164 (T) 
RN165 (T)  
RN166 (T)  
RN167 (T) 
RN168 (T) 
RN169 (T) 
RN170 (T) 
RN171 (T)  
RN172 (T) 
RN173 (T)  
RN174 (T) 
RN175 (T)  
RN17 6 (T)  
RN177 (T)  
RN178 (T)  
RN17 9  (T)  
RN180 (T)  
RX1 (T l  
RX2 (T l  
RX3 (T l  
RX4 (Tl  
RXS ( T l  
RX6 (Tl 
RX7 ( T l  
RX8 (Tl 
RX9 (Tl 
RXlO (T)  
R X l l  ( T )  
Ml2 ( T )  
RX13 (T)  
RX14 (T l  
Ml5 (T)  
RX16 (T)  
RX17 (T) 
RX18 ( T )  
RX19 (T)  
RX20 (T) 
RX21 (T)  
RX22 (T)  
RX23 (T)  
RX24 (T)  
RX25 ( T )  
RX26 (T) 
RX27 (Tl 
RX28 (T)  
RX29 (T)  
RX30 (T) 
RX31 (T) 
RX32 (T) 
RX33 ( T )  
RX34 ( T )  
RX35 (Tl 

RX36 (T)  
RX37 (T)  
RX38 (T)  
RX39 (T) 
EU40 (T)  
RX41 (T) 
RX42 (T)  
RX43 (T) 
RX44 (T)  
RX45 (T)  
RX46 (T)  
RX47 (T)  
EU48 (T)  
RX49 (T)  
RX50 (T) 
RX51 (T)  
RX52 (T)  
RX53 (T)  
RX54 (T)  
RXs5 (T)  
RXS6 (T)  
RXS7 (T)  
RX58 (T)  
RXS9 (T)  
RX60 (T)  
RX61 (T)  
RX62 (T)  
RX63 (T)  
RX64 (T)  
RX6S (T) 
RX66 (T)  
RX67 (T)  
RX68 ('i') 
RX69 (T)  
RX70 (T)  
EU71 (T)  
RX72 (T)  
RX73 (T)  
RX74 (T)  
Eu75 (T)  
RX76 (T)  
Rx77 (T)  
RX78 (T)  
RX79 (T)  
RX8O (T)  
RX81 (T)  
RX82 (T)  
RX83 (T)  
RX84 (T)  
RX8S (T) 
EU86 (T) 
RX87 (T)  
RX88 (T)  
RX8 9 (T)  
EU90 (T) 
EU91 (T)  
RX92 (T)  
RX93 (T)  
RX94 (T)  
RX95 (T)  
RX96 (T)  



RX97 (Tl 
RX98 (T) 
EX99 (T) 
EU100 (Tl 
EU101 (T) 
RXlOZ (T) 
EX103 (Tl 
RX104 (Tl 
EX105 (T) 
RX106 (T) 
M l 0 7  (T) 
EX108 (T) 
EX109 (T) 
M l 1 0  (T) 
RXlll (T) 
RX112 (T) 
EU113 (T) 
M l 1 4  (Tl 
RX115 (Tl 
RXIl6(T) 
M l 1 7  (Tl 
M l 1 8  (T) 
M l 1 9  (Tl 
EN120 (T) 
M l 2 1  (T) 
M l 2 2  (T) 
RX123 (T) 
EN124 (T) 
M l 2 5  (T) 
M l 2 6  (T) 
a 1 2 7  (Tl 
EX128 (T) 
EN129 (T) 
RX130 (T) 
M l 3 1  (Tl 
M l 3 2  (Tl 
M l 3 3  (Tl 
RX134 (Tl 
M l 3 5  (T) 
M l 3 6  (T) 
Ml37 (T) 
RX138 (T) 
m l 3 9  (T) 
RX140 (T) 
M l 4 1  (Tl 
M l 4 2  (Tl 
RX143 (T) 
EN144 (Tl 
EN145 (T) 
RX146 (T) 
RX147 (T) 
RX148 (Tl 
RX149 (T) 
EX150 (Tl 
M l 5 1  (T) 
RX152 (T) 
RX153 (T) 
FOC154 (Tl 
EN155 (Tl 
FOC156 (T) 
a 1 5 7  (Tl 

RXIS8 (T) 
RX159 (T) 
M l 6 0  (T) 
EX161 (T) 
RX162 (T) 
M l 6 3  (T) 
RX164 (T) 
RX165 (T) 
RX166 (T) 
RX167 (T) 
RX168 (T) 
M l 6 9  (T) 
M l 7 0  (T) 
M l 7 1  (T) 
M l 7 2  (T) 
M l 7 3  (T) 
M l 7 4  (T) 
M l 7 5  (T) 
RX176 (T) 
RX177 (T) 
RX178 (T) 
RX179 (T) 
RX180 (T) 
UPWSI (T) 
UPWSZ (T) 
UPWS3 (Tl 
UPWS4 (T) 
UPWS5 (T) 
UPWS 6 (T ) 
UPWS7 (T) 
UPWS8 (T) 
UPWS9 (T) 
UPWSlO (T) 
UPWSl1 (T) 
UPWSl2 (T) 
UPWS13 (T) 
UPWSI4 (T) 
UPWS15 (T) 
UPWSl6 (T) 
UPWS17 (Tl 
UPWS18 (T) 
UPWS19 (T) 
UPWSSO (T) 
UPWS2I (T) 
UPWS22 (T) 
UPWS23 (T) 
UPWS24 (T) 
UPWS25 (T) 
UPWS26 (T) 
UPWS27 (T) 
UPWS28 (T) 
UPWS29 (T) 
UPWS30 (T) 
UPWS31 (T) 
UPWS32 (T) 
UPWS33 (Tl 
UPWS34 (T) 
UPWS35 (T) 
UPWS36 (T) 
UPWS37 (T) 
UPWS38 (T) 

UPWS39 (T) 
UPWS40 (T) 
UPWS4I (T) 
UPWS42 (T) 
DPWS43 (T) 
UPWS44 (T) 
UPWS45 (T) 
UPWS46 (T) 
UPWS47 (T) 
UPWS48 (T) 
UPWS4 9 (T) 
UPWSSO (T) 
UPWSSl (T) 
UPWSS2 (T) 
UPWS53 (T) 
UPWS54 (T) 
UPWS55 (T) 
UPWS56 (T) 
UPWS57 (T) 
UPWS58 (T) 
UPWSS9 (T) 
UPWS60 (T ) 
UPWS61 (T) 
UPWS62 (T) 
UPWS63 (T) 
UPWS64 (T) 
UPWS65 (T) 
UPWS66 (T) 
UPWS67 (T) 
UPWS68 (T) 
UPWS69 (T) 
UPWS70 (T) 
UPWS71 (T) 
UPWS72 (T) 
UPWS73 (T) 
UPWS74 (T) 
UPWS75 (T) 
UPWS76 (T) 
UPWS77 (T) 
UPWS78 (T) 
UPWS79 (T) 
UPWS80 (T) 
UPWS81 (T) 
UPWS82 (T) 
OPWS83 (T) 
DPWS84 (T) 
UPWS85 (T) 
UPWS8 6 (T) 
UPWS87 (T) 
UPWS88 (T) 
UPWS89 (T) 
UPWS90 (T) 
UPWS91 (T) 
UPWS92 (T) 
UPWS93 (T) 
UPWS94 (T) 
UPWS95 (T) 
UPWS96 (T) 
UPWS97 (T) 
UPWS98 (T) 
UPWS99 (T) 



Appcndijt D: GRMS Input F& Co& for rhe De Novo Reserwii Sysfcrn 

UPWSIOO (T) 
UPWSlOl (T) 
UPWSlO2 (T) 
UPWS103 (T) 
UPWS104 (T) 
UPWS105 (T) 
UPWS106 (T) 
UPWSlO7 (T) 
UPWSlO8 (T) 
UPWS109 (T) 
UPWSllO (T) 
UPWS111 (T) 
UPWSll2 (T) 
UPWSlI3 (T) 
UPWS114 (T) 
UPWSll5 (T) 
UPWS116 (T) 
UPWSl17 (T) 
UPWS118 (T) 
UPWS119 (T) 
UPWS12O (T) 
UPWSl21 (T) 
UPWS122 (T) 
UPWS123 (T) 
UPWS124 (T) 
UPWS125 (T) 
UPWSi26 (T) 

HIGHEL (T) 
MINSTO (T) 
MINWS (T) 
MaxwS (Tl 
MAXSTO (T 
STOTAR (T ) 
SECOND 
OF 

UPWS127 (T) 
UPWS128 (T) 
UPWS129 (T) 
UPWS130 (T) 
UPWS131 (T) 
UPWS132 (T) 
UPWS133 (T) 
UPWS134 (T) 
UPWS135 (T) 
UPWS136 (T) 
UPWS137 (T) 
UPWS138 (T) 
UPWSI39 (T) 
UPWS14O (T) 
UPWS141 (T) 
UPWS142 (T) 
UPWS143 (T) 
UPWS144 (T) 
UPWS145 (T) 
UPWS146 (T) 
UPWS147 (T) 
UPWS148 (Tl 
UPWS149 (T) 
UPWSISO (T) 
UPWSI51 (T) 
UPWS152 (T) 
UPWS153 (T) 

maximum release bounds 
minimum storage bound 
minimum water supply bounds 
maximum water supply bounds 
maximum storage bound 
storage target deviation constraints 
the sum o f  storage deviations 
distance to the metaoptimum; 

UPWSl54 (T) 
UPWSl55 (T) 
UPWS156 (T) 
UPWS157 (T) 
UPWSl58 (T) 
UPWS159 (T) 
UPWS160 (T) 
UPWS161 (T) 
UPWSl62 (T) 
UPWSi.63 (T) 
UPWS164 (T) 
UPWS165 (T) 
WPWSl66 (T) 
UPWSl67 (T) 
UPWSl68 (T) 
UPWS169 (T) 
UPWS170 (T) 
UPWS171 (T) 
UPWS172 (T) 
UPWS173 (T) 
UPWS174 (T) 
UPWS175 (T) 
UPWS176 (T) 
UPWSl77 (T) 
UPWS178 (T) 
UPWS179 (T) 
UPWS180 (T) 

CONTIN(T).. S(T)=E=[START+INnOW(T)-R(T)-WS(T)l$(ORD( EQ 1) 
+ [S (T-1) +INFLOW(T) -R(T) -WS (T) J S (ORD (Tl GT 1) ; 

CONTINF(T)$(ORD(T) EQ 1801.. START=E=S(T); 
RAS (T) . . S (T) =L=K; 
LOWREL(T), . RLOW(T)=L=R(T); 

RN1 (T) $ (ORD (T) EQ 1) . . 
EGOW (T) =E=BASEl; 
RNZ(T)$(ORD(T) EQ 13).. 
RLOW (T) =E=BASEl ; 
RN3(T)$(ORD(T) EQ 25).. 
RLOW (T 1 =E=BASEl ; 
RN4(T)$(ORD(T) EQ 37).. 
RLOW (T) =E=BASEl; 
RNS(T)$(ORD(T) EQ 49). . 
RLOW (T) =E=BASEl; 
RNG(T)$(ORD(T) EQ 61).. 
RLOW (T) =E=BASEl; 
RN7 (T) $ (ORD (T) EQ 73) . . 
RLOW (T) =E=BASEl; 
RN8(T)$(ORD(T) EQ 85) .. 
RLOW (T) =E=BASEl; 

RNg(T)S(ORD(T) EQ 97).. 
RLOW (T ) =E=BASEl; 
RN10 (T) $ (ORD (T) EQ 109) . , 
RLOW (T) =E=BASEl; 
RN11 (T) $ (ORD (T) EQ 121) . . 
RLOW (T) =E=BASEl; 
RN12 (T) $ (ORD (T) EQ 133) . , 
RLOW (T) =E=BASEl ; 
RN13 (Tl $ (ORD (Tl EQ 145) . , 
RLOW (T) =E=BASEl; 
RNII(T)$(ORD(T) EQ 157) .. 
RLOW (Tl =E=BASE1; 
RN15 (Tl $ (ORD (Tl EQ 169) , . 
RLOW (T) =E=BASEI; 
RN16 (T) $ (ORO (T) EQ 2) . . 
RLOW (T ) =E=BASE2 ; 



RN17 (T) $ (ORD (T) EQ 14) . 
RLOW (T ) =E=BASE2; 
RN18 (T) $ (ORD (T) EQ 26) . . 
RLOW (T) =E=BASE2; 
RN19 (T) $ (ORD (T) EQ 38) , . 
RLOW (T) =E=BASE2; 
RN20(T)$(ORD(T) EQ SO).. 
RLOW (T) =ESBASES; 
RN21 (T) $ (ORD (T) EQ 62) . . 
RLOW (T) =E=BASE2; 
RN22(T)$(ORD(T) EQ 74).. 
RLOW (T) =E=BASE2; 
RN23 (T) $ (ORD (T) EQ 86) . . 
RLOW (T) =E=EASE2; 
RN24 (T) $ (ORD (T) EQ 98) . . 
RLOW (T) =E=BASE2; 
RN25 (T) $ (ORD (T) EQ 110) . . 
RLOW (T) =E=BASE2; 
RN26 (T) $ (ORD (T) EQ 122) . , 
RLOW (T) =E=BASE2; 
RN27 (T) $ (ORD (T) EQ 134) . , 
RLOW (T) =E=BASE2 ; 
RN28 (T) $ (ORD (T) EQ 146) . . 
RLOW (T) =E=BASE2; 
RN29 (T) $ (ORD(T) EQ 158) . . 
RLOW (T) =E=BASE2; 
RN30 (T) $ (ORD(T) EQ 170) . . 
RLOW (T ) =E=BASE2; 
RN31(T)$(ORD(T) EQ 3) .. 
RLOW (T ) =E=BASE3 ; 
RN32 (T) $ (ORD(T) EQ 15) . . 
RLOW (T) =E=BASE3 ; 
RN33 (T) $ (ORD (T) EQ 27) . . 
RLOW (T) =E=BASE3; 
RN34 (T) $ (ORD(T) EQ 39) . . 
RLOW (T ) =E=BASE3 ; 
RN35 (T) $ (ORD (T) EQ 51) . . 
RLOW (T) =E=BASE3; 
RN36 (T) $ (ORD (T) EQ 63) . . 
RLOW (T) =E=BASE3; 
RN37 (T) $ (ORD (T) EQ 75) . . 
RLOW (T) =E=BASE3; 
RN38(T)$(ORD(T) EQ 871.. 
RLOW (T) =E=BASE3 ; 
RN39 (T) $ (ORD(T1 EQ 99). . 
RLOW (T ) =E=BASE3 ; 
RN40 (T) $ (ORD(T) EQ 111) . . 
RLOW (T) =E=BASE3; 
RN41(T)$(ORD(T) EQ 123) .. 
RLOW (T) =E=BASE3; 
RN42 (Tl $ (ORD(T) EQ 135) . 
RLOW (T) =E=BASE3; 
RN43 (Tl $ (ORD(T) EQ 147) . . 
RLOW (T ) =E=BASE3 ; 
RN44 (T) $ (ORD (T) EQ 159) . . 
RLOW (T) =E=BASE3; 
RN45 (T) $ (ORD (T) EQ 171) . . 
RLOW (T) =E=BASE3; 
RN46(T) $ (ORD(T) EQ 4) . . 
RLOW (T) =E=BASE4 ; 

RN47 (Tl $ (ORD (Tl EQ 16) ., 
RLOW(T) =E=BASE4; 
RN48 (T) $ (ORD (T) EQ 28) ., 
RLOW (T) =E=BASE4; 
RN49 (Tl S (ORD(T) EQ 40) . . 
RLOW ( T) =E=BASE4 ; 
RN50 (T) $ (ORD (T) EQ 52) . . 
RLOW (T) =E=BASE4 ; 
RN51 (T) $ (ORD (T) EQ 64) . . 
RLOW (T) =E=BASE4 ; 
RN52 (T) $ (ORD (Tl EQ 76) , . 
RLOW (T ) =E=BASE4 ; 
RN53(T)$(ORD(T) EQ 88).. 
RLOW (T ) =€=BASE4 ; 
RN54 (T) $ (ORD (T) EQ 100) . . 
RLOW (T) =€=BASE4 ; 
RN55 (T) $ (ORD (T) EQ 112) , . 
RLOW (T) =E=BASE4; 
RN56 (T) $ (ORD(T) EQ 124) . . 
RLOW (T) =E=BASE4 ; 
RN57 (T) S (ORD (T) EQ 136) . . 
RLOW (T ) =E=BASE4 ; 
RN58 (T) S (ORD (Tl EQ 148) . . 
RLOW (T) =E=BASE4 ; 
RN59 (T) $ (ORD (T) EQ 160) . . 
RLOW (T) =E=BASE4 ; 
RN60 (T) $ (ORD(T) EQ 172) . . 
EGOW (T) =E=BASE4 ; 
RN61 (T) $ (ORD (T) EQ 5) . . 
RLOW (T) =E=BASE5 ; 
RN62(T)$(ORD(T) EQ 17). , 
RLOW (T) =E=BASES ; 
RN63 (T) $ (ORD (T) EQ 29) . . 
RLOW (T) =ESBASES; 
RN64 (T) $ (ORD(T) EQ 41) . . 
RLOW (T) =E=BASES; 
RN6S(T)$(ORD(T) EQ 53). . 
RLOW (T) =E=BASE5; 
RN66(T)$(ORD(T) EQ 65). . 
RLOW (T) =E=BASES; 
RN67 (T)$(ORD(T) EQ 77). . 
RLOW (T) =E=BASES ; 
RN68 (Tl $ (ORD(T1 EQ 89) . . 
RLOW (T =E=BASES ; 
RN69(T)$(ORD(T) EQ 101). . 
RLOW (T 1 =E=BASES ; 
RN70 (T) $ (ORD(T) EQ 113) . . 
K O W  (T) =ESBASES ; 
RN71 (T) $ (ORD(T) EQ 125) . . 
RLOW (Tl =ESBASES; 
RN72 (Tl $ (ORD(T) EQ 137) . . 
RLOW (T 1 =E=BASES ; 
RN73 (Tl $ (ORD(T) EQ 149) . . 
RLOW (T) =E=BASES; 
RN74(T)$(ORD(T) EQ 161) .. 
RLOW (T) =E=BASES ; 
RN75 (Tl $ (ORD(T1 EQ 173) . , 
RLOW (T) =ESBASES; 
RN76 (Tl S (ORD (Tl EQ 6) , . 
RLOW ( T ) =E*BASE6; 



RN77(T)$(ORD(T) EQ 18) .. 
RLOW (T) =E=BASE6; 
RN78 (T) S (ORD (T) EQ 30) . . 
RLOW (T) =E=BASE6; 
RN79 (T) $ (ORD (T) EQ 42) . . 
RLOW (T) =E=BASEG; 
RN80(T)$(ORD(T) EQ 5 4 )  .. 
RLOW (T) =E=BASE6; 
RN81 (T) $ (ORD (T) EQ 66) . . 
EUOW (T) =E=BASE6; 
RN82 (T) $ (ORD (T) EQ 78) . . 
RLOW (T) =E=BASE6; 
RN83(T)$(ORD(T) EQ go).. 
RLOW (T) =E=BASE6; 
RN84 (T) $ (ORD(T) EQ 102) . . 
RLOW (T) =E=BASE6; 
RN85 (T) $ (ORD (T) EQ 114 ) . . 
RLOW (T) =E=BASE6; 
RN86 (T) $ (ORD (T) EQ 126) . . 
RLOW (T) =E=BASE6; 
RN87(T)$ (ORD(T) EQ 138). . 
RLOW (T) =E=BASE6; 
RN88 (T) $ (ORD(T) EQ 150) . . 
RLOW (T) =E=BASE6; 
RN8 9 (T) $ (ORD (T) EQ 162) . . 
RLOW (T) =E=BASE6; 
RN90 (T) $ (ORD (T) EQ 174) . . 
EGOW (T) =E=BASEG; 
RN91 (T) $ (ORD (T) EQ 7) . . 
RLOW (T) =E=BASE7 ; 
RN92 (T) $ (ORD (T) EQ 19) . . 
RLOW (T) =E=BASE7 ; 
RN93 (T) S (ORD (T) EQ 31) . . 
RLOW (T) =E=BASE7 ; 
RN94(T)$(ORD(T) EQ 43) .. 
RLOW (T) =E=BASE7 ; 
RN9S(T)$(ORD(T) EQ 55). . 
RLOW (T) =E=BASE7 ; 
RN96 (T) $ (ORD (T) EQ 67) . . 
RLOW (T) =E=BASE7 ; 
RN97 (T) $ (ORD (T) EQ 79) . . 
RLOW (T) =E=BASE7 ; 
RN98 (T) $ (ORD (T) EQ 91) . . 
FUOW (T) =E=BASE7 ; 
RN99 (T) $ (ORD (T) EQ 103) . . 
RLOW (T) =E=BASE7; 
RN100 (T) $ (ORD (T) EQ 115) . . 
EUOW (T) =E=BASE7 ; 
RN101 (T) $ (ORD (T) EQ 127) . . 
RLOW (T) =E=BASE7 ; 
RN102 (T) $ (ORD (Tl EQ 139) . . 
RLOW (T) =E=BASE7 ; 
RN103 (T) $ (ORD (T) EQ 151) . . 
RLOW (T) =E=BASE7 ; 
RN104 (T) S (ORD (T) EQ 163) . . 
RLOW (T ) =E=BASE7 ; 
RN105 (T) $ (ORD (T) EQ 175) . . 
RLOW (T) =E=BASE7 ; 
RN106 (Tl $ (ORD (Tl EQ 8) . . 
RLOW (T) =E=BASE8 ; 

RN107 (Tl S (ORD(T) EQ 20) . . 
RLOW (T) =E=BASE8 ; 
RN108 (T) S (ORD (T) EQ 32) . . 
RLOW (T) =E=BASE8 ; 
RNIOS(T)$(ORD(T) EQ 44). . 
RLOW (T) =E=BASE8 ; 
RN110 (T) $ (ORD[T) EQ 56) . , 
RLOW (T) =E=BASE8 ; 
RNlll(T)$(ORD(T) EQ 68). . 
RLOW (T) =E=BASE8 ; 
RN112 (T) $ (ORD (T) EQ 80) . . 
RLOW (T) =E=BAçE8 ; 
RN113 (T) $ (ORD (T) EQ 92) . . 
RLOW (T) =E=BASE8 ; 
RN114 (T) $ [ORD (Tl EQ 104) . . 
RLOW (T) =E=BASE8; 
RN115 (T) $ (ORD (T) EQ 116) . . 
RLOW (T) =E=BASE8 ; 
RN116 (Tl $ (ORD (Tl EQ 128) . , 
RLOW (T) =E=BASE8 ; 
RN117 (T) $ (ORD (Tl EQ 140) . . 
RLOW (T) =E=BASE8 ; 
RN118 (T) $ (ORD (T) EQ 152) . . 
RLOW (T) =E=BASE8 ; 
RNlIS(T)$(ORD(T) EQ 164). . 
RLOW (T) =E=BASE8 ; 
RN120 (Tl $ (ORD(T) EQ 176) , . 
RLOW (T) =E=BASE8; 
RN121 (T) S (ORD (T) EQ 9) . . 
RLOW (T) =E=BASE9; 
RNI22(T)$(ORD(T) EQ 21). , 
RLOW (T) =E=BASE9 ; 
RN123 (T) $ (ORD (Tl EQ 33) . . 
RLOW (T) =E=BASE9; 
RN124 (T) $ (ORD(T) EQ 45) . . 
RLOW (T) =E=BASE9; 
RNlZS(T)S(ORD(T) EQ 57). . 
RLOW (T) =E=BASE9; 
RN126 (T) $ (ORD (T) EQ 69) . . 
RLOW (T ) =E=BASE9 ; 
RNlZ7(T)S(ORD(T) EQ 81) .. 
RLOW (T) =E=BASE9; 
RN128(T)$(ORD(T) EQ 93). . 
RLOW (T) =E=BASE9; 
RN129 (T) $ (ORD(T) EQ 105) . . 
RLOW (T) =E=BASE9; 
RN130 (T) $ (ORD (T) EQ 117) . . 
RLOW (T) =E=BASE9; 
RN131 (Tl $ (ORD (Tl EQ 129) . . 
RLOW (T) =E=BASE9 ; 
RN132 (T) $ (ORD(T) EQ 141) . . 
RLOW (T) =E=BASE9; 
RN133 (T) $ (ORO (T) EQ 153) , . 
RLOW (T) =E=BASE9; 
RN134 (Tl $ (ORD(T) EQ 165) . . 
RLOW (T) =E=BASE9; 
RN135 (Tl $ (ORD(T) EQ 177) . . 
RLOW (T) =E=BASE9; 
RN136 (Tl S (ORD(T) EQ 10) . . 
RLOW (T) =E=BASEIO; 



Appendix D: G M  Input F& Codc for tke Dc Nom ~u Syjtcrrr 

RN137 (T) $ (ORD (T) EQ 22) . . 
RLOW (T) =E=BASElO; 
RN138 (T) S (ORD (T) EQ 34) . . 
EUOW (T) =E=BASElO ; 
RN139 (T) $ (ORD (T) EQ 46) . . 
RLOW (T) =E=BASE10; 
RN140 (T) $ (ORD(T) EQ 58)  . . 
RLOW (T) =E=BASEIO; 
RN141 (T) $ (ORD(T) EQ 70) .. 
RLOW (T) =E=BASElO; 
RN142 (T) $ (ORD (T) EQ 82) . . 
RLOW (T) =E=BASElO; 
RN143 (T) $ (ORD (T) EQ 94) . . 
RLOW (T) =E=BASE10 ; 
RN144 (T) $ (ORD(T) EQ 106) . . 
RLOW (T) =E=BASElO; 
RN145 (T) $ (ORD (T) EQ 118 1 . . 
RLOW (T) =E=BASElO; 
RN146 (T) $ (ORD (T) EQ 130) . . 
RLOW (T) =E=BASElO; 
RN147 (T) $ (ORD (T) EQ 142) . . 
RLOW (T) =E=BASElO; 
RN148 (T)$(ORD(T) EQ 154) .. 
RLOW (T) =E=BASElO; 
RN149 (T) $ (ORD (T) EQ 166) . . 
RLOW (T) =E=BASElO; 
RN150 (T) $ (ORD (T) EQ 178) . . 
RLOW (T) =E=BASElO; 
RN15l(T)$(ORD(T) EQ 11) .. 
RLOW (T) =E=BASEll; 
RN152 (T) $ (ORD (T) EQ 23) . . 
RLOW (T) =E=BASEll; 
RN153 (T) $ (ORD (T) EQ 35) . . 
RLOW (T) =E=BASEll; 
RN154 (T) $ (ORD(T) EQ 47) . . 
RLOW (T) =E=BASEll; 
RN155 (T) $ (ORD (T) EQ 59) . . 
RLOW (T) =E=BASE11; 
RN156 (T) $ (ORD (T) EQ 71) . . 
RLOW (T) =E=BASE11; 
RN157 (T) $ (ORD (T) EQ 83) . . 
RLOW (T) =E=BASEll; 
RNlS8(T)$(ORD(T) EQ 951,. 
RLOW (T) =E=BASEll; 
RN159 (T) $ (ORO (T) EQ 107) . . 
RLOW (T) =E=BASEll; 
RN160 (T) $ (ORD (T) EQ 119) . . 
RLOW (T) =E=BASE11; 
RN161 (T) $ (ORD (T) EQ 131) . . 
RLOW (T) =E=BASEll; 
RN162 (T) $ (ORD (T) EQ 143) . . 
RLOW (T) =E=BASEll; 
RN163 (T) $ (ORD(T) EQ 155) . . 
RLOW (T) =E=BASEll; 
RN164 (T) $ (ORD (T) EQ 167) . . 
RLOW (T) =E=BASE11; 
RN165 (T) $ (ORD (T) EQ 179) . . 
RLOW (T) =E=BASE11; 
RN166 (T) $ (ORD (T) EQ 12) . . 
RLOW (T) =E=BASE12; 

RN167 (T) $ (ORD {T) EQ 24) - . 
RLOW (T) =E=BASE12; 
RN168 (T) $ (ORD (T) EQ 36) , . 
RLOW (T) =E=BASE12; 
RN169 (T) $ (ORD (T) EQ 48) . . 
EUOW (T) =E=BASE12; 
RN170 (T) $ (ORD (T) EQ 60) . . 
RLOW (T) =E=BASE12; 
RN171 (T) $ (ORD (T) EQ 72) . . 
RLOW (T) =E=BASE12; 
RN172 {T) $ (ORD (T) EQ 84) . . 
RLOW (T) =E=BASE12; 
RN173 (T) $ (ORD (T) EQ 96) . . 
RLOW (T) =E=BASE12; 
RN171 (T) $ (ORD (T) EQ 108) . . 
RLOW (T) =E=BASE12; 
RN175 (T) $ (ORD (T) EQ 120) . . 
RLOW (T) =E=BASE12; 
RNT76(T)$(ORD(T) EQ 132). . 
RLOW (T) =E=BASE12; 
RN177 (T) $ (ORD (T) EQ 144) . . 
U O W  (T) =E=BASE12; 
RN178 (T) $ (ORD(T) EQ 1561 . . 
RLOW (T) =E=BASE12; 
RN179 (T) $ (ORD (T) EQ 168) . . 
RLOW (T) =E=BASE12; 
RN180 (T) $ (ORD (T) EQ 180) . . 
RLOW (T) =E=BASE12; 
RX1 (T) $ (ORD (Tl EQ 1) . . 
RHIGH (T) =E=RXBASEl; 
RX2(T)$(ORD(T) EQ 13) .. 
RHIGH (T) =E=RXBASEl; 
RX3 (T)$(ORD(T) EQ 25) . . 
RHIGH (T) =E=RXBASEI; 
RX4(T)$(ORD(T) EQ 37).. 
M I G H  (T) =E=RXBASEl; 
RX5 (T)$(ORD(T) EQ 49) . 
RHIGH (T) =E=RXBASEl; 
EX6 (T) $ (ORD (T) EQ 61) . . 
RHIGH (T ) =E=RXBASEl; 
RX7 (T) $ (ORD (T) EQ 73) . . 
RHIGH (T) =E=RXBASEl; 
RX8 (T) $ (ORD(T) EQ 85) . . 
RHIGH (T) =E=RXBASEl; 
RX9 (T) S (ORD (T) EQ 97) . . 
RHIGH (T) =E=RXBASEl; 
RXlO (T) $ (ORD(T) EQ 109) . . 
RHIGH (T) =E=RXBASEl; 
RX11 (T) $ (ORD (T) EQ 121) . . 
W I G H  (T) =E=RXBASEl; 
RX12 (T) $ (ORD (T) EQ 133) . . 
RHIGH (T ) =E=RXBASEl ; 
RX13(T)$(ORD(T) EQ 145). . 
RHIGH (T) =E=RXBASEl; 
RXlQ(T)$(ORD(T) EQ 1571.. 
RHIGH (T) =E=RXBASEl; 
RXlS(T)$(ORD(T) EQ 169). , 
RH1 GH (T) =E=RXBASEl; 
RXI6 (T) $ (ORD (T) EQ 2) . . 
M I G H  (T) =E=RXBASE2; 



RXl7 (T) $ (ORD (T) EQ 14) . . 
RHIGH (T) =E=RXBASE2; 
RX18 (T) $ (ORD (T) EQ 26) . . 
RHIGH (T) =E=RXBASE2; 
RX19(T)$(ORD(T) EQ 38) .. 
RHIGH (T) =E=RXBASE2 ; 
RXZO (T) $ (ORD (T) EQ 50) . . 
RHIGH (T) =E=RXBASE2; 
RXSI(T)$(ORD(T) EQ 62). . 
RHIGH (T) =E=RXBASES; 
RX22(T)$(ORD(T) EQ 74) .. 
RHIGH (T) =E=RXBASEZ; 
RX23 (T) $ (ORD (T) EQ 86) . . 
RHIGH (T) =E=RXBASE2; 
RX24 (T) $ (ORD (T) EQ 98) . . 
RHIGH (T) =E=RXBASE2; 
RXSS (T) $ (ORD (T) EQ 110) . . 
RHIGH (T) =E=RXBASES; 
RX26 (T) $ (ORD (T) EQ 122) . . 
RHIGH (T) =E=RX3ASE2; 
RX27(T)$(ORD(T) EQ 134)., 
RHIGH (T) =E=RXBASE2; 
RX28 (T) $ (ORD (T) EQ 146) . , 
M I G H  (T) =E=RXBASES; 
RXS9 (T) $ (ORD (T) EQ 158) . . 
RHIGH (T) =E=RXBASE2; 
EN30 (T) $ (ORD (T) EQ 170) . , 
RHIGH (Tl =E=RXBASE2; 
EN31 (T) S (ORD (T) EQ 3) . 
RHIGH (T) =E=RXBASE3 ; 
RX32 (T) $ (ORD (T) EQ 15) - . 
RHIGH (T)  =E=EUBASE3; 
RX33 (T) $ (ORD (T) EQ 27) . , 
RHIGH (T) =E=RXBASE3; 
RX34 (T) $ (ORD (T) EQ 39) . . 
RHIGH (T) =E=RXBAÇE3; 
RX35 (T)$(ORD(T) EQ 51). . 
RHIGH (T) =E=RXBASE3 ; 
RX36(T)$(ORD(T) EQ 63). . 
RHIGH (T) =E=EUBASE3; 
RX37 (T) $ (ORD (T) EQ 75) , , 
RHIGH (T) =E=RXBASE3; 
RX38 (T) S (ORû (T) EQ 8 7 )  . . 
RHIGH (T) =E=RXBASE3; 
RX39 (T) $ (ORD (T) EQ 99) . . 
RHIGH (T) =E=RXBASE3 ; 
RX4O (T) $ (ORD (T) EQ 111) , . 
RHIGH (T) =E=RXBASE3; 
RX4 1 (T) $ (ORD (T) EQ 123) . . 
RHIGH (Tl =E=RXBASE3; 
EN42 (T) S (ORD (T) EQ 135) . . 
RHIGH (Tl =E=RX3ASE3; 
RX43 (T) $ (ORD (T) EQ 147) . , 
RHIGH (T) =E=RXBASE3; 
RX44 (T) $ (ORD (T) EQ 159) . , 
RHIGH (T) =E=RXBASE3; 
RX45 (T) $ (ORD (T) EQ 171) . . 
RHIGH (T) =E=RXBASE3; 
RX46(T)$(ORD(T) EQ 4). . 
RHIGH (T) =E=RXBASE4 ; 

RX47 (Tl $ (ORD (T) EQ 16) . . 
REIIGH (T) =E=RXBASE4 ; 
RX48 (T) $ (OELD (T) EQ 28) . . 
REIIGK (T) =E=RXBASE4; 
RX49(T)$(ORD(T) EQ 40) .. 
RHIGK (T) =E=RXBASE4 ; 
RXSO (T) $ (ORD (T) EQ 52) . . 
RHIGH (T ) =E=RXBASE4 ; 
RXSI(T) $(ORD(T) EQ 64) . . 
RHIGB (T) =E=RXBASE4 ; 
RX5Z (T) $ (ORD (T) EQ 76) . . 
REIIGH (T) =E=RXBASEQ ; 
RXS3 (T) $ (OELD (T) EQ 88) . . 
REIIGH (T) =E=RXBASE4 ; 
RX54 (T) $ (ORD (T) EQ 100) , . 
RHIGH (T) =E=RXBASE4 ; 
RX55 (T) $ (ORD (T) EQ 112) . . 
RHIGH (T) =E=RXBASE4 ; 
RXS6 (T) $ (ORD (T) EQ 124) . . 
RHIGH (T) =E=RXBASE4 ; 
RX57 (T) $ (ORD (T) EQ 136) . . 
RHIGH (T) =E=RXBASE4; 
RX58(T)$(ORD(T) EQ 148). . 
RHIGH (T) =E=RXBASE4 ; 
RX59 (T) S (ORD (T) EQ 160) . , 
REIIGH (T) =E=RXBASE4 ; 
RX6O (T) $ (ORD (T) EQ 172) . . 
RHIGH (T ) =E=RXBASE4 ; 
RX6l(T) $(ORD(T) EQ 5). . 
REIIGH (T) =E=RXBASES ; 
RX62 (T) $ (ORD (T) EQ 17) , . 
RHIGH (T) =E=RXBASES; 
RX63 (T) $ (ORD (T) EQ 29) . . 
RHIGH (T) =E=RXBASES; 
RX64 (T) $ (ORD (T) EQ 41) . . 
RHIGH (T) =E=RXBASES; 
RX65 (T) $ (ORD (T) EQ 53) . . 
RHIGH (T) =E=RXBASES; 
RX66 (T) $ (ORD (T) EQ 65) . . 
RHIGH (T) =E=RXBASES ; 
RX67(T)$(ORD(T) EQ 77) .. 
RHIGH (T) =E=RXBASES ; 
RX68(T)$(ORD(T) EQ 89) .. 
RHIGH (T) =E=RXBASES ; 
RX69(T)$(ORD(T) EQ 101). . 
RHIGH (T) =E=RXBASE5; 
RX70 (T) $ (ORD(T) EQ 113) . . 
RHIGCf (T) =E=RXBASES; 
RX7l  (T) $ (ORD (T) EQ 125) . . 
RHIGH (T) =E=RXBASE5 ; 
RX72 (T) $ (ORD(T) EQ 137) . . 
RHIGH (T) =E=RXBASES; 
RX73 (T) $ (ORD (T) EQ 149) . . 
RHIGH (T) =E=RXBASES; 
RX74 (T) $ (ORD(T) EQ 161) . . 
REiIGH (T) =E=RXBASES ; 
RX75 (T) $ (ORD(T) EQ 173) . . 
RHIGH (T) =E=RXBASES ; 
RX76 (T) S (ORD (T) EQ 6) . . 
RHIGH (T) =E=RXBASEG; 



RX77 (T) $ (ORD (T) EQ 18 ) . 
W I G H  (T) =E=RXBASE6; 
RX78 (T) $ (ORD (T) EQ 30) . . 
RHIGH ( T )  =E=RXBASE6; 
RX79(T)$(ORD(T) EQ 4 2 ) .  . 
W I G H  (T)  =E=RXBASE6; 
RX80(T)$(ORD(T) EQ 5 4 ) . .  
RHIGH (T) =E=RXBASE6; 
RX8 1 (T) $ (ORD (T) EQ 66) , . 
RHIGH (T) =E=EtXBASE6; 
RX82 (T) $ (ORD (T) EQ 78) . 
RHIGH (T) =E=RXBASE6; 
RX83(T)$(ORD(T) EQ 90) .. 
RHIGH (T) =E=RXBASE6; 
RX84(T)$(ORD(T) EQ 102). . 
RHIGH (T) =E=RXBASE6; 
RX85(T)$(ORD(T) EQ 114) .. 
RHIGH (T) =E=RXBASE6; 
RX86 (T) $ (ORD(T) EQ 126) . . 
RHIGH (T) =E=RXBASE6; 
RX87 (T)$(ORD(T) EQ 138). . 
RHIGH (T) =E=RXBASE6; 
RX88 (T) $ (ORD (T) EQ 150) . . 
RHIGH (T) =E=RXBASE6; 
RX89(T)$(ORD(T) EQ 162) .. 
RHIGH (T) =E=RXBASE6; 
RX90 (T) $ (ORD (T) EQ 174) . 
RHIGH (T) =E=RXBASE6; 
RX91 (T) $ (ORD (T) EQ 7) . . 
RHIGH (T) =E=RXBASE7 ; 
RX92 (T) $ (ORD (T) EQ 19) . . 
RHIGH (T) =E=RXBASE7 ; 
RX93 (T) $ (ORD(T) EQ 31) . . 
RHIGH (T) =E=RXBASE7 ; 
RX94 (T) $ (ORD (T) EQ 43) . . 
RHIGH (T) =E=RXBASE7; 
EU95 (T) $ (ORD (T) EQ 55) . . 
RHIGH (T) =E=RXBASE7; 
EU96 (T) $ (ORD (T) EQ 67) . . 
RHIGH (T) =E=RXBASE7; 
RX97(T)$ (ORD(T) EQ 79). . 
RHIGH (T) =E=RXBASE7; 
EU98 (T) $ (ORD (T) EQ 91) . . 
RHIGH ( T ) =E=RXBASE7 ; 
RX99 (T) $ (ORD (T) EQ 103) . . 
RHIGH (T) =E=RXBASE7 ; 
M l 0 0  (T) $ (ORD (T) EQ 115) , . 
RHIGH (T) =E=RXBASE7 ; 
EU101 (T) $ (ORD (T) EQ 127) . , 
RHIGH (T) =E=RXBASE7; 
RXlO2 (T) $ (ORD (T) EQ 139) . . 
RHIGH (T) =E=RXBASE7; 
RX103 (T) $ (ORD (T) EQ 151) . . 
RHIGH (T) =E=RXBASE7; 
M l 0 4  (T) $ (ORD (T) EQ 163) . . 
RHIGH (T) =E=RXBASE7 ; 
EU105 (T) $ (ORD(T) EQ 175) . . 
RHIGH (T) =E=RXBASE7 ; 
M l 0 6  (T) $ (ORD (T) EQ 8) . . 
RHIGH (T) =E=RXBASE8; 

RXlO7 (T) $ (ORD (T) EQ 20) . , 
RHIGH (T ) =E=RXBAçE8 ; 
RX108 (T) $ (ORD (T) EQ 32) . . 
RBIGK (T) =E=RXBASE8 ; 
RX109(T) $(ORD(T) EQ 44) . . 
RHIGH (T) =E=RXBASE8 ; 
RXlIO (Tl $ (ORD (T) EQ 56) . . 
RHIGH (T) =E=RXBASE8 ; 
RXill(T) $(ORD(T) EQ 68) . , 
REIIGH (T) =E=RXBASE8 ; 
M l 1 2  (T) $ (ORD (T) EQ 80) , . 
RHIGH(T)=E=RXBASE8;  

(T) $ (ORD (T) EQ 92) . . 
RHIGH (T) =E=RXBASE8 ; 
RXll4 (T) $ (ORD (T) EQ 104) . . 
RHIGH (T) =E=RXBASE8 ; 
RXllS (T) $ (ORD (T) EQ 116) . . 
M I G H  (T) =E=RXBASE8 ; 
RXll6 (T) $ (ORD (T) EQ 128) , . 
RHIGH (T) =E=RXBASE8 ; 
RXli.7 (T) $ (ORD (T) EQ 140) . . 
RHIGH (T) =E=RXBASE8 ; 
RX118 (T) $ (ORD (T) EQ 152) . . 
RHIGH ( T ) =E=RXBASE8 ; 
Ml19 (T) $ (ORD (T) EQ 164) . . 
RHIGH (T) =E=RXBASE8 ; 
RX12O (T) $ (ORD (T) EQ 176) , . 
RIIIGH (T) =E=RXBASE8 ; 
RX121 (T) $ (ORD (T) EQ 9) . , 
RHIGH (T) =E=RXBASE9 ; 
M l 2 2  (T) $ (ORD (T) EQ 21) . . 
RHIGH (T) =E=RXBASE9; 
-SX123 (T) $ (ORD (T) EQ 33) . . 
W I G H  (T) =E=RXBASE9; 
RX124(T)$(ORD(T) EQ 45). . 
RHIGH (T) =E=RXBASE9; 
Ml25 (T) $ (ORD (T) EQ 57) . . 
RHIGH (T) =E=RXBASE9; 
Ml26 (T) $ (ORD (T) EQ 69) . . 
W I G H  (T) =E=RXBASE9; 
RX127(T)$(ORD(T) EQ 81) ., 
RHIGH (T ) =E=RXBASE9 ; 
Ml28 (T) $ (ORD (T) EQ 93) . , 
RHIGH (T) =E=RXBASE9; 
Ml29 (T) $ (ORD (T) EQ 105) . . 
RHIGH (T) =E=RXBASE9 ; 
ml30 (T) $ (ORD (T) EQ 117) . . 
EüiIGH (T) =E=RXBASE9 ; 
M l 3 1  (Tl $ (ORD(T) EQ 129) . , 
RHIGH (T) =E=RXBASE9; 
RX132(T)$(ORD(T) EQ 141) .. 
RHIGH (T) =E=RXBASE9; 
Ml33 (T) S (ORD(T) EQ 153) . . 
RHIGH (T) =E=RXBASE9; 
Ml34 (T) S (ORD(T) EQ 165) . . 
RHIGH (T) =E=RXBASE9; 
RX135(T)S(ORD(T) EQ 177).. 
RHIGH (T) =E=RXBASE9; 
RX136(T) S (ORD(T) EQ 10) . . 
RHIGH (T) =E=RXBASElO; 





UPWS17 (T) $ (ORD (T) EQ 1 4  ) . . 
OP (T) =E=UPWSBASE2; 
UPWSI8 (T) $ (ORû (T) EQ 26) . . 
UP (T) =E=UPWSBASE2; 
UPWSIS(T)$(ORD(T) EQ 38). . 
OP (T ) =E=UPWSBASE2; 
UPWS20 (T) $ (ORD (T) EQ 5 0 )  
UP (T) =E=UPWSBASE2; 
UPWS21(T)$(ORD(T) EQ 62). . 
UP (T) =E=UPWSBASE2; 
UPWS22 (T) $ (ORD (T) EQ 74 ) . . 
UP (T) =E=UPWSBASE2; 
UPWS23(T)$(ORD(T) EQ 86) .. 
UP (T) =E=UPWSBASE2 ; 
UPWS24 (T) $ ( O m  (Tl EQ 98 1 . . 
UP (T) =E=UPWSBASE2; 
UPWS25 (T) $ (ORû (T) EQ 110) . . 
UP (T) =E=UPWSBASE2; 
UPWS26(T)$(ORD(T) EQ 122) ., 
UP (T) =E=UPWSBASE2; 
UPWS27 (T) $ (ORD (T) EQ 134) . . 
UP (T) =E=UPWSBASE2; 
UPWS28 (T) $ (ORD (Tl EQ 146) . , 
UP (T) =E=UPWSBASE2; 
UPWS29 (T) $ (ORD (T) EQ 158) . . 
UP (T) =E=UPWSBASE2; 
UPWS30 (T) $ (ORD (T) EQ 170) , . 
UP (T) =E=UPWSBASE2; 
UPWS31 (T) $ (ORD (T) EQ 3) . . 
UP (T) =E=UPWSBASE3; 
UPWS32 (T) $ (ORD (Tl EQ 15 . . 
UP (T) =E=UPWSBASE3; 
UPWS33 (T) $ (ORD (T) EQ 27 ) . . 
UP (T) =E=UPWSBASE3; 
UPWS34(T)$(ORD(T) EQ 39) .. 
UP (T) =E=UPWSBASE3; 
UPWS35 (T) $ (ORD(T) EQ 51) - 
UP (T) =E=UPWSBASE3; 
UFWS36(T)$(ORD(T) EQ 63). , 
UP (T) =E=UPWSBASE3; 
UPWS37(T)$(ORD(T) EQ 75) .. 
UP (T) =E=UPWSBASE3; 
UPWS38(T)$(ORD(T) EQ 87) .. 
UP (T) =E=UPWSBASE3; 
UPWS39(T)$(ORD(T) EQ 99). . 
UP (T) =E=UPWSBASE3; 
UPWS40 (Tl $ (ORD (T) EQ 111) . . 
UP (T) =E=UPWSBASE3; 
UPWS41 (T) $ (ORD (T) EQ 123) . . 
UP (T) =E=UPWSBASE3 ; 
UPWS42 (T) $ (ORD (T) EQ 135) . . 
UP (T) =E=UPWSBASE3; 
UPWS43 (T) $ (ORD (T) EQ 147) . . 
UP (T) =E=UPWSBASE3; 
UPWS44 (T) $ (ORD (T) EQ 159) . . 
UP (T) =E=UPWSBASE3 ; 
UPWS45 (Tl $ (ORD(T) EQ I f  1) . , 
UP (T) =E=UPWSBME3; 
UPWS46(T)$(ORD(T) EQ 4) .. 
UP (T) =E=UPWSBASE4; 

OPWS47 (T) $ (ORD (T) EQ 16) , . 
UP (T) =E=UPWSBAçE4 ; 
UPWS48(T)$(ORD(T) EQ 28) .. 
UP (T) =E=UPWSBASE4 ; 
UPWSQg(T)S(ORD(T) EQ 40) .. 
UP (T) =E=UPWSBASE4; 
UPWS50 (T) $ (ORD (T) EQ 52) . . 
UP (T) =E=UPWSBASE4 ; 
UPWS51 (T) $ (ORD (T) EQ 64 ) . . 
UP (T 1 =E=UPWSBASE4 ; 
UPWS52 (T) $ (ORD (T) EQ 76) . . 
UP (T) =E=UPWSBASE4 ; 
UPWS53 (T) $ (ORD (T) EQ 88) . 
UP (T) =E=UPWSBASE4; 
UPWSS4(T)$(ORD(T) EQ 100). . 
UP (T) =E=UPWSBASE4 ; 
UPWS55 (T) $ (ORD(T) EQ 112) . - 
UP (T) =E=UPWSBASE4 ; 
UPWS56 (T) $ (ORD (T) EQ 124) . . 
OP (T) =E=UPWSBAçE4 ; 
tJPWS57 (T) S (ORD (T) EQ 136) . . 
UP (T) =E=UPWSBASE4 ; 
UPWS58 (T) $ (ORD(T) EQ 148) . . 
UP (T) =E=UPWSBASE4 ; 
UPWS59 (T) $ (ORD(T) EQ 160) . . 
UP (T) =E=UPWSBASE4 ; 
UPWS6O (T) $ (ORD (T) EQ 172) . , 
UP (T) =E=UPWSBASE4 ; 
UPWS61(T)$(ORD(T) EQ 5). . 
UP (T) =E=UPWSBASE5; 
UPWS62(T)$(ORD(T) EQ 17) .. 
UP (T) =E=UPWSBASES; 
UPWS63 (Tl S (ORD(T) EQ 29) . . 
UP (T) =E=UPWSBASES; 
UPWS64(T)$(ORD(T) EQ 41). . 
UP (T) =E=UPWSBASE5; 
UPWS65(T)$(ORD(T) EQ 53). . 
UP (T) =E=UPWSBASES; 
UPWS66(T)$(ORD(T) EQ 65). . 
UP (T) =E=UPWSBASE5; 
UPWS67 (T) $ (ORD(T) EQ 77) . . 
UP (T) =E=UPWSBASES ; 
UPWS68 (T) $ (ORD (T) EQ 89) . . 
UP (T) =E=UPWSBASES; 
UPWS69 (T) $ (ORD (T) EQ 101) . . 
UP (T) =E=UPWSBASES ; 
UPWS70 (Tl $ (ORD (T) EQ 113) . . 
UP (T) =E=UPWSBASES; 
UPWS71 (Tl $ (ORD (T) EQ 125) . , 
UP (T) =E=UPWSBASES; 
UPWS72 (Tl $ (ORD (T) EQ 137) . . 
UP (T) =E=UPWSBASES; 
UPWS73 (Tl $ (ORD(T) EQ 149) . . 
UP (T) =E=UPWSBASE5; 
UPWS74 (Tl $ (ORD (T) EQ 161) . . 
UP (T ) =E=UPWSBASES; 
UPWS7S (Tl $ (ORD (T) EQ 173) . . 
UP (T) =E=UPWSBASE5; 
UPWS76 (T) $ (ORD (T) EQ 6) . . 
UP (T) =E=UPWSBASE6; 



UPWS77 (Tl $ (ORD (T) EQ 18 . . 
UP (T) =E=UPWSBASE6; 
UPWS78 (T) $ (ORD (T) EQ 30) . . 
UP (T ) =E=OPWSBASEG; 
UPWS79 (T) $ (ORD (T) EQ 42) . . 
UP (T) =E=UPWSBASE6; 
UPWS80 (T) $ (ORD (T) EQ 54) . . 
OP (T) =E=UPWSBASE6; 
UPWS81 (T) $ (ORD (T) EQ 66) . . 
UP (T) =E=UPWSBASE6; 
UPWS82 (T) $ (ORD (T) EQ 78) . . 
OP (T) =E=UPWSBASEG; 
UPWS83 (T) S (ORD (T) EQ 90) . . 
UP (T ) =E=UPWSBASE6; 
UPWS84 (T) $ (ORD (T) EQ 102) . . 
OP (T) =E=UPWS%ASE6; 
UPWS85 (T) $ (ORD (T) EQ 114) . . 
UP (T) =E=UPWSBASE6; 
UPWS8 6 (T) $ (ORD (T) EQ 126) . . 
OP (T) =E=UPWSBASE6; 
OPWS87 (T) $ (ORD (T) EQ 138) . . 
UP (T) =E=UPWSBME6; 
UPWS88 (T) $ (ORD (T) EQ 150) . . 
OP (T) =E=UPWSBASE6; 
UPWS89 (T) $ (ORD (T) EQ 162) . . 
UP (T) =E=UPWSBAçE6; 
UPWS90 (T) $ (ORD (T) EQ 174 . . 
UP (T ) =E=UPWSBASE6; 
UPWS91 (T) $ (ORD (T) EQ 7) . . 
UP (T ) =E=UPWSBASE7 ; 
UPWS92 (T) $ (ORD (T) EQ 19) . . 
UP (T) =E=UPWSBASE7; 
UPWS93 (T) $ (ORD (T) EQ 31) . 
UP (T) =E=UPWSBASE7 ; 
UPWS94 (T) $ (ORD (T) EQ 43) . . 
UP (T) =E=UPWSBASE7; 
UPWS95 (T) $ (ORD (T) EQ 55) . . 
UP (T) =E=UPWSBASE7 ; 
UPWS96 (T) $ (ORD (T) EQ 67) . , 
UP (T) =E=UPWSBASE7 ; 
UPWS97 (T) $ (ORD (T) EQ 79) . . 
UP (T) =E=UPWSBASE7; 
UPWS98(T)$(ORD(T) EQ 91) .. 
UP (T) =E=UPWSBASE7; 
UPWS99 (T) $ (ORD (T) EQ 103) . . 
UP (T) =E=UPWSBASE7; 
UPWSlOO(T)$(ORD(T) EQ 115) .. 
UP (T) =E=UPWSBASE7 ; 
UPWSlOl (T) $ (ORD (T) EQ 127) . . 
UP (T) =E=UPWSBASE7 ; 
UPWS102 (T) $ (ORD (T) EQ 139) . . 
UP (T) =E=UPWSBASE7 ; 
UPWS103 (T) $ (ORD (Tl EQ 151) . . 
UP (T) =E=UPWSBASE7 ; 
UPWSlO4 (T) $ (ORD (T) EQ 163) . . 
UP (T) =E=UPWSBASE7 ; 
UPWSlO5 (T) $ (ORD (T) EQ 175) . . 
UP (T) =E=UPWSBASE7 ; 
UPWS106 (T) $ (ORD (T) EQ 8) . . 
UP (T) =E=UPWSBASE8 ; 

UPWSlO7 (T) $ (ORD ( T  EQ 20) . . 
UP (T) =E=UPWSBASE8 ; 
UPWSl08 (TI $ (ORD (T) EQ 32) . . 
UP (T) =E=UPWSBASE8 ; 
UPWSlO9 (T) $ (ORD (T) EQ 44) . . 
UP (T) =E=UPWSBASE8 ; 
UPWSIIO (T) $ (ORD (T) EQ 56) . . 
UP (T) =E=UPWSBASE8 ; 
UPWSllI (T) $ (ORD (T) EQ 68) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS112 (T) $ (ORD (T) EQ 80) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS113 (T)$ (ORD(T) EQ 92) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS114 (T) $ (ORD (T) EQ 104) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS115 (T) $ (ORD (T) EQ 116) . , 
OP (T) =E=UPWSBASE8 ; 
UPWSl16 (T) $ (ORD (T) EQ 128) . . 
UP (T) =E=UPWSBASE8 ; 
UPWSl17 (T) $ (ORD (T) EQ 140) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS118 (T) $ (ORD (T) EQ 152) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS119 (T) $ (ORD (T) EQ 164) . . 
UP (T) =E=UPWSBASE8; 
UPWSISO (T) $ (ORD (T) EQ 17 6) . . 
UP (T) =E=UPWSBASE8 ; 
UPWS121 (T) $ (ORD (T) EQ 9) . . 
UP (T) =E=UPWSBASE9; 
UPWS122 (T) $ (ORD (T) EQ 21) . . 
UP (T) =E=UPWSBASE9 ; 
UPWS123 (T) $ (ORD (T) EQ 33) . . 
UP (T) =E=UPWSBASE9; 
UPWS124 (T) $ (ORD (T) EQ 45) . . 
UP (T) =E=UPWSBASE9 ; 
UPWS125 (T) $ (ORD (T) EQ 57 ) . . 
UP (T) =E=UPWSBASE9; 
UPWS126 (T) S (ORD (T) EQ 69) . . 
UP (T) =E=UPWSBASE9; 
UPWS127(T)$(ORD(T) EQ 81). . 
UP (T) =E=UPWSBASE9; 
UPWS128 (T) $ (ORD (T) EQ 93) . . 
UP (T) =E=UPWSBASE9; 
UPWS129 (T) $ (ORD (T) EQ 105) . . 
UP (T) =E=UPWSBASE9; 
UPWSl30 (T) $ (ORD (T) EQ 117) . . 
OP (T) =E=UPWSBASE9; 
UPWS131 (T) $ (ORD (T) EQ 129) . . 
OP (T) =E=OPWSBASE9; 
UPWS132 (T) $ (ORD (T) EQ 141) . a 
OP (T) =E=UPWSBASE9; 
UPWS133 (T) $ (ORD (T) EQ 153) . . 
UP (T) =E=UPWSBASE9; 
UPWS134 (T) $ (ORD (T) EQ 165) . . 
OP (T) =E=UPWSBASES; 
UPWS135 (T) $ (ORD (T) EQ 177) . , 
UP (T) =E=OPWSBASE9; 
UPWS136 (T) $ (ORD (T) EQ 10) . . 
OP (T) =E=UPWSBASElO ; 



UPWS137 (T) $ (ORD (T) EQ 22) . . UPWS159 (T) $ (ORD (T) EQ 107) . . 
UP {T) =E=UPWSBASElO ; UP (T) =E=UPWSBASEll ; 
UPWS138 (T) $ (ORD (T) EQ 34) . . UPWSl60 (T) $ (ORD (T) EQ 119) . . 
OP (T) =E=UPWSBASElO; UP (T) =E=UPWSBASEll; 
UPWS139 (T) $ (ORD (T) EQ 46) . . UPWS161 (T) $ (ORD (T) EQ 131) . . 
UP (T) =E=UPWSBASElO; OP (T) =E=UPWSBASEll ; 
UPWS140(T)$(ORD(T) EQ 58) .. UPWSl62 (T) $ (ORD (T) EQ 143) . . 
UP (T) =E=UPWSBASElO; OP (T) =E=UPWSBASEll; 
UPWSl41 (T) $ (ORD(T) EQ 70) , . UPWS163 (T) $ (ORD (T) EQ 155) , , 
UP (T) =E=UPWSBASElO ; OP (T) =E=UPWSBASEll; 
UPWS142 (T) $ (ORD (T) EQ 82) , . OPWSl64(T)$(ORD(T) EQ 167) .. 
UP (T) =E=UPWSBASElO; OP (T) =E=UPWSBASElI; 
UPWS143 (T) $ (ORD(T) EQ 94) . . UPWS165 (T) $ (ORD (T) EQ 17 9) . . 
UP (T) =E=UPWSBASEIO ; UP (T) =E=UPWSBASEll; 
UPWS144 (T) $ (ORD (T) EQ 106) . . UPWS166 (T) $ fORD (T) EQ f 2) . . 
UP (T) =E=UPWSBASE10 ; UP (T) =E=UPWSBASE12; 
UPWS145(T)$(ORD(T) EQ 118) .. UPWS167 (T) $ (ORD (T) EQ 24) . . 
UP (T) =E=UPWSBASElO ; UP (T) =E=UPWSBASE12; 
UPWS146 (T) $ (ORD (T) EQ 130) . . UPWS168 (T) $ (ORD (T) EQ 3 6) . , 
UP (T) =E=OPWSBASElO ; UP (T) =E=UPWSBASE12; 
UPWS147 (T) $ (ORD(T) EQ 142) . . UPWSl69 (T) $ (ORD (T) EQ 48) . . 
UP (T) =E=UPWSBASElO ; UP (T) =E=UPWSBASE12; 
UPWS148(T)$(ORD(T) EQ 154) .. UPWS170 (T) $ (ORD (T) EQ 60) . . 
UP (T) =E=OPWSBASElO; UP (T) =E=UPWSBASE12; 
UPWS149 (T) $ (ORE (T) EQ 166) . . UPWS171 (T) $ (ORD (T) EQ 72) . . 
UP (T) =E=UPWSBASElO; UP (T) =E=WPWSBASElZ; 
UPWSISO (T) $ (ORD (T) EQ 178) . . UPWS172 (T) $ (ORD (T) EQ 84) . . 
UP (T) =E=UPWSBASElO; UP (T) =E=UPWSBASEIS; 
UPWS151 (T) $ (ORD (T) EQ Il) . . UPWS173 (T) $ (ORD (T) EQ 96) , , 
UP (T) =E=OPWSBASElI; UP (T) =E=UPWSBASE12; 
UPWS152 (T) $ (ORD (T) EQ 23) , . UPWS174 (T) $ ( O N  (T) EQ 108) . . 
UP (T) =E=UPWSBASEll; UP (T) =E=UPWSBASE12; 
UPWSl53(T)$(ORD(T) EQ 35). . UPWS175 (T) $ (ORD (T) EQ 120) . . 
UP (T) =E-UPWSBASEll; UP (T) =E=UPWSBASE12 ; 
UPWS154 (T) $ (ORD (T) EQ 47) . . UPWS176(T) $ (ORD (T) EQ 132) . . 
UP (T) =E=UPWSBASEll; UP (T) =E=UPWSBASE12; 
UPWS155 (T) $ (ORD (T) EQ 5 9 )  , . UPWS177 (T) $ (ORD (T) EQ 144) . . 
UP (T) =E=UPWSBASEIl; UP (T) =E=UPWSBASE12; 
UPWS156(T) $ (ORD(T) EQ 71) , . UPWS178 (T) $ (ORD (T) EQ 156) . 
UP (T) =E=UPWSBASElI; UP (T) =E=UPWSBASE12; 
UPWS157(T)$(ORD(T) EQ 83). . UPWS179 (T) $ (ORD (T) EQ 168 ) . , 
UP (T) =E=UPWSBASElI; UP (T) =E=UPWSBASElZ; 
UPWS158 (T) $ (ORD (T) EQ 95) . . UPWSl8O (T) $ (ORD(T) EQ 180) . . 
UP (T) =E=UPWSBASEII; UP (T) =E=UPWSBASElZ; 
HIGHREL (T) . . R (T) =L=RHIGH (T) ; 
MINSTO (T) . , S (T) =G=SDEAD; 
MAXSTO (T) . . S (T) =L=SSPIL; 
MINWS(T).. LOWB=L=((I/DTAR(T))*WS(T)); 
MAXWS(T1.. ((l/DTAR(T))*WS(T))=L=UP(T); 
STOTAR (T) . . S (T) -V (T) +U (T) =E=STAR (T) ; 

. SECOND. . OF2=E=SUM (T, V (T) +O (T) ) ; 

OF.. DISTANCE=E= POWER(((K-194.4)/(439.10-194.4))J) 
+POWER( ( (OF2-9378 -5) / (37684 -90-9378 -5) ) , 1) ; 

**************************************************************+****** 

MODEL DEBCl /ALL/; 
DEBC1. OPTFILE =l; 



Appendir D: GAMSliput FUc C d  for the De Notre àemvvik Sgslciiir 

SOLVE DEBCl USfNG NLP MINIMIZING DISTANCE; 

PUT /SSPIL,L:>11; POT SDEAD.L:>14; PUT LOWB:>14; 
PUT / 
PUT / 
PUT 
/@~*******************************************************************~: 
>68,1+*************.**@:>16; 
PUT /'TfME':>4,'RMIN':>1O,'RMAX':>7,'DTAR':>7,'ST~':>9,tUP/WS':~7, 
' * ' : > Z r  
' STORAGE ' : >8, ' D/S RELEASE ' : >l4, ' WATER SUPPLY' : >l4 ; 
PUT 
/I****++******+***+*+*************************************************': 
>68,it*++****++******':>I6; 
PUT / 
LOOP(T, PUT / T.TL:>4; 
PUT RL0W.L (T) :>IO; PUT RH1GH.L (T) :>7; PUT DTAR(T) :>7; PUT STAR(T) : >9; 
PUT UP.L(T) :>7; PUT ' * @  :>2; 
PUT S.L(T)  :>8; PUT R.L(T) :>14; PUT WS,L(T) :>14;) ; 



A, apendix E GAMS Output for the De 
Novo Reservoir System 



T a b l e  E-1 Opclirrl Objectior Fuact&oa Valuas 

Required Active S m  o f  Storaqe 
st&rage (106 m3) Deviations (IO' m31 

194.44 37807.79 

T a b l e  $02 Optimal  and M i n h u m  Stotrgr M r ,  rnd Miaimm 
Ekation o f  T u g œ t  W a t r t  Supply 

Opt ima l  Optimal Minimum Fraction of T a r g e t  
Maximum Minimum Water Supply 
S t o r a ~ e  S t o r a q e  
( I o 6  m ) (106 m ) 
1 9 4 . 4 4  O 0.95 

P l e a s e  n o t e  t h e  following definitions of abbreviations. 
Opt .  - Opt imal  
M i n .  - bfinimum 
R e l .  - R e s e r v o i r  R e l e a s e  
Max. - Maximum 
S t o r .  - R e s e r v o i r  Stcrage 
+. - Dimens ion less  

T a b l e  E-3 Optimal  Deciaion Variable., and Monthly T a r g e t  Water:  Supply 
and Stotago Levela, (106 m3) 

Tirne Opt.  Opt. T a r g e t  Target O p t .  cm Opt  . Opt . 
Min. Max. Water S t o r .  Upper Stor . R e 1  . Water 
R e l .  Re l .  Supply Bound SUPP~Y 

on 
Water 
SUPP~Y* 

1 0.00 0.00 2.09 252.15 O .  95 26.10 O . 00 1.98 









Table E-4 O p t h a ï  ûbjmctivm Funetion Vaha8 

Required A c t i v e  Sum of Stora e 4 Storaae (106 m3) Deviations (10 m3) 

Optimal Maximum Optimal Minimum Minimum Fraction of Target 
Stora~e Storage Water Supply 
(1o6 In ) (106 m3) 
439 . 05 O 0.95 

Please note the following definitions of abbreviations- 
Opt. - Optimal 
Min. - Minimum 
Rel. - Reservoir Release 
Max. - Maximum 
Stor. - Reservoir Storage 
* - Dimensionless 

Table E-6 O p t h a ï  Decision Variables, and Bbathly T a r g e t  W a t e r  Supply 
and Storaga Levela, (10' m3) 

Tirne Opt. Opt. Target Target Opt. cm O p t  . @t - 
Min. Max. Water Star. U P P ~ ~  Stor. R e 1  . Water 
R e l .  R e l ,  Supply Bound on S U P P ~ Y  

Water 
SUPP~Y* 

f 0.00 24.53 2.09 252.15 0.95 270.71 0.00 1.98 









Table E-7 O p t i m a l  ûbjrct%tn Fuactioa V d u u  

Recniired Active Sum of Storaqe 
st&age (10' m3) Deviations (log 9) 

335.67 15158.66 

Table E-0 ûp t i u l  mu1 and Miniium Storagm -sr and -tm 
Fration o f  T u g m k  W a t u  Supply 

Optimal Maximum Optimal Minixnum Minimum Fraction of Target 
Storage Storage Water Supply 
(106 m3) ( I O 6  m3) 
335.67 O 0-95 

Please note the following definitions of abbreviations. 
Opt. - Optimal 
Min. - Minimum 
Rel. - Reservoir Release 
Max. - Maximum 
Stor. - Reservoir Storage - Dimensionless 

T a b l e  E-9 O p t i a a l  beciuion Variables, and kbnthly Target W a t a r  Supply 
and Storage Uve l s ,  (10' m3) 

Tirne Opt. Opt. Target Target Opt. O p t .  Opt- O p t .  
Min. Max. Water Stor- Upper Stor. Rel. Water 
R e l .  Rel. SUPP~Y Bound SUPP~Y 

on 
Water 
SUPP~Y* 

1 0.00 0.00 2.09 252.15 12.69 167.33 0.00 1.98 









Table E-10 O P t i i r l  Ob j m c t i v m  Ebnction Vrlwr 

Required Act ive  Sum of Stora e P Storaae  Deviations (10 m3) 

Table  E-11 O p t i r r r  B@xâmm ancl Minimm Stomqm LIVOL., aad Mànimm 
Fzation of T a s q a t  W a t u  Supply 

Optimal Maximum Optimal Minimum Minimum F r a c t i o n  of Target - - - 
Storage S t o r a g e  Water Supply 
(106 m3) (1o6 m3) 
301. 65 O 0.95 

Please n o t e  the fo l lowing  definitions of a b b r e v i a t i o n s .  
Opt. - Optimal 
Min. - Minimum 
R e l .  - Reservoir Release 
Max. - Maximum 
Stor .  - Reservoir S t o r a g e  
* - Dimensionless  

Table E-12 Optimal  Decision Variables, and-nthly T s i i g e t  Watar Supply 
and Stongm lavelm, (10' m3) 

T h e  ûpt .  Opt. Tasget  Ta rge t  O p t .  O p t .  Opt, Opt. 
Min. Max. Wates Stor. Upper S t o r .  R e l .  Water 
R e l .  R e l .  SUPF~Y Bound SUPP~Y 

on 
Water 
SUPP~Y* 

1 0.00 0.00 2.09 252.15 9.30 133.31. 0.00 1 .98  









T a b l e  E-13 ûptirrl ûbjoctiva Functioa Vrl-8 

Required A c t i v e  S m  of Storaqe 
d 3 st6rage (106 d) Deviations (10 m 1 

408.56 9782.45 

Optimal Maximum Optimal Minimum Minimum Fraction of Tarqet - - 
Storage 
ï106 m31 

Storage 
ï106 m31 

Water Supply 

Please note the following definitions of abbreviat ions.  
Opt. - Optimal 
Min- - MiriUnum 
R e l .  - Reservoir  Release 
Max. - Maximum 
S t o r .  - Reservoir Storage 
* - Dimensionless 

T a b l e  E-15 ûpt;ari Decision Vsriables, mnthly T a x g e t  W a t e t  Supply and 
S t o r a g e  Levela, (106 m3) 

T i m e  Opt. Opt. Target Target Opt. Opt. Opt. Opt . 
Min. Max. Water Stor. Opper Stor. R e l .  Water 
R e l .  R e l .  S U P P ~ Y  Bound SUPP~Y 

on 
Water 

SUPP~Y'' 
1 0.00  0 .00  2 .09  252.15 12.69 240.21 0 . 0 0  1.98 









@en dix F GAMS Input for the De Novo 
Resewoir System? Soft Resources 
obtained through Rule Cuwe 



Appendix F: GAMS Input for the De Nova Resenmir System. S;oF Remraces obtaiired t h u g h  Rule Curve 

****************+*+********++****************+*+******************* 
MODEL: denovo * 

f * 
This rou t ine  is suppl ied the following input: * 
15 years of monthly inflow i n  t o  t h e  Shellmouth Reservoir * 
12 Monthly w a t e r  supply targets 
12 Minimum and Maximum monthïy r e l ea se  bounds t 

Minimum and Maximum Reservoir Storage * 
Minimum and Maximum Bounds on f r ac t ion  of w a t e r  supply t a rge t  * 

The mode1 conta ins  t h e  metaoptimum c o n s t r a i n t s  obtained * 
from t h e  ind iv idua l  optimization of each ob jec t ive  w r t ,  the .t 

given system, AS EQUALITY CONSTRAINTS 
* 

* The budget is composed of 12 monthly t a r g e t  s to rage  l eve l s  with* 
u n i t  cos t  coe f f i c i en t s .  * 

* * 
******************************************************************* 

OPTION ITERLIM = 50000; 
OPTION RESLIM = 50000; 
OPTION LIMROW = 0; 
OPTION LIMCOL = 0; 

SETS 
T time period i n  years /1*180/ 

DISPLAY T; 

SCALARS STOMIN min r e se rvo i r  storage 
STOMAX max r e se rvo i r  storage 
LOWB lower bound on water supply 
UPB upper bound on water supply; 

FILE FO /denovo.OUT/; 

PARAMETERS INFLOW ( T ) 
/ 1 1.2 

2 1.1 
3 2.3 
4 49.37 
5 37.08 
6 14.19 
7 7.55 
8 2.45 
9 1.88 
10 2.65 
11 2.31 
12 1.6 
13 1.57 
14 1.4 
15 1.23 
16 85.78 
17 26.03 
18 11.06 
19 5.96 

monthly inflow i n  t o  
20 3.71 
21 0.75 
22 1.9 
23 2.37 
24 2 
25 1.77 
26 1.39 
27 1.87 
28 78.6 
29 76.7 
30 7.29 
31 3.49 
32 1.23 
33 0.66 
34 0.96 
35 1.18 
36 0.72 
37 0.38 
38 0.37 

shellmouth reservoir  
39 1.56 
40 9.93 
41 7.91 
42 11.87 
43 11.32 
44 2.09 
45 1.92 
4 6 1.92 
47 1.88 
48 1.75 
4 9 1.23 
50 1.15 
51 1.24 
52 65.33 
53 92.84 
54 40.24 
55 4.85 
56 2.57 
57 3.45 



allowable monthly release 
20 1.9017 
21 1,8403 
22 1.9017 
23 1.8403 
24 1.9017 
25 1.9017 
26 1,7176 
27 1,9017 
28 1.8403 
29 1.9017 
30 1.8403 
31 1.9017 
32 1.9017 
33 1.8403 
34 1,9017 
35 1.8403 
36 1.9017 
37 1.9017 
38 1,7176 

RJ!4IN(T) minimum 
/ 1 1.9017 

2 1,7176 
3 1.9017 
4 1.8403 
5 1.9017 
6 1.8403 
7 1.9017 
8 1.9017 
9 1.8403 
10 1.9017 
11 1.8403 
12 1.9017 
13 1.9017 
14 1.7176 
15 1,9017 
16 1.8403 
17 1.9017 
18 1.8403 
19 1.9017 
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Appendix F: GAMS Inputfor the De Now R e s e n i ~ ) ~  System, Sfl Resou1~4s ob-ed thmugh Rule C w e  

58 1.9017 99 
59 1.8403 100 
60 1.9017 101 
61 1.9017 102 
62 1.7176 103 
63 1.9017 104 
64 1.8403 105 
65 1.9017 106 
66 1.8403 107 
67 1.9017 108 
68 1.9017 109 
69 1.8403 110 
70 1.9017 111 
71 1.8403 112 
72 1.9017 113 
73 1.9017 114 
74 1.7176 115 
75 1.9017 116 
76 1,8403 117 
77 1,9017 118 
78 1,8403 119 
79 1.9017 120 
80 1,9017 121 
81 1.8403 122 
82 1,9017 123 
83 1.8403 124 
84 1.9017 125 
85 1.9017 126 
86 1.7176 127 
87 1.9017 128 
88 1.8403 129 
89 1.9017 130 
90 1.8403 131 
91 1,9017 132 
92 1.9017 133 
93 1.8403 134 
94 1.9017 135 
95 1.8403 136 
96 1.9017 137 
97 1.9017 138 
98 1.7176 139 

RMAX (T) maximum monthly release 
/ 1 36.88 20 

2 33.31 21 
3 36.88 22 
4 35.69 23 
5 36.88 24 
6 35.69 25 
7 36-88 26 
8 36.88 27 
9 35-69 28 
10 36.88 29 
11 35.69 30 
12 36.88 31 
13 36.88 32 
14 33-31 33 
15 36-88 34 
16 35.69 35 
17 36-88 36 
18 35.69 37 
19 36.88 38 





AppendLx F: GAMSInputfor the De Now R e s m w  System, Si@ Res~utces  obrained througli Rule Curve 

VARIABLES 
O F 1  objective function one 
OF2 objective function two 
START start ing storage of the 
S (T) monthly reservoir storage 

reservoir 

R ( T )  monthly reservoir downstream release 
W S ( T )  monthly reservoir water supply l eve l  
K the required active storage of the reservoir 
V ( T )  posit ive storage deviation 
U ( T )  negative storage deviation 
STAR (T) 
BASE1 
BASE2 
BASE3 
BASE4 
BASES 
BASE6 
BASE7 
BASE8 



Append# F: GAMS input for the De Novo Resmir System, &fl Resomes obtained t h g h  Rule Curve 

POSITIVE VAEUABLES OF2, START, S (T) , R(T) , WS (T) , K, V (T) , U (T) ; 
POSITIVE VARIABLES 
BASE1, BASE2, BASE3, BASE4, BASES, BASE6, BASE7, BASE8, BAÇE9, BASEIO, BAs~11, BASE 
12; 
POSITIVE VARIABLES STAR(T) ; 
S. UP (T) =1000; 
START.UP-1000; 
R. UP (T) =1000; 
WS. UP (T) =1000; 
V. UP (T) =1000; 
W-UP (T) =1000; 

EQUATIONS 
CONTIN (T) 
CONTINF (Tl 
RAS (Tl 
MINREL (T) 
MAXREL (Tl 
MINSTO (T) 
MINWS (T) 
MAXWS ( T 
MAXSTO (T) 
STOTAR (T) 
STConl (T) 
STCon2 (Tl 
STCon3 (T) 
STCon4 (T) 
STCon5 (T) 
STCon6 (T ) 
STCon7 (T) 
STCon8 (T) 
STCon9 (T) 
STConlO (T) 
STConll (T) 
STConl2 (T) 
STConl3 (T) 
STConl4 (Tl 
STConl5 (T) 
STConl6 (T) 
STConl7 (T) 
STConl8 (T) 
STConl9 (Tl 
STCon20 (T) 
STCon21 (T) 
STCon22 (T) 
STCon23 (T) 
STCon24 (T) 
STCon25 (T) 
STCon26 (T) 
STCon27 (T) 
STCon28 (T) 
STCon29 (T) 
STCon30 (T 
STCon31 (T) 
STCon32 (T) 

continuity equation 
continuity of inflow 
required active storage rnust exceed monthiy storage 
minimum release bounds 
maximum release bounds 
minimum storage bound 
minimum water supply bowids 
maximum water supply bounds 
maximum storage bound 
storage target deviation constraints 

STCon33 (T) STCon6S (T) 
STCon34 (T) STCon66 (T) 
STCon35 (T) STCon67 (T) 
STCon36 (T) STCon68 (T) 
STCon37 (T) STCon69 (Tl 
STCon38 (T) STCon70 (T) 
STCon39 (T) STCon7 1 (T) 
STCon40 (T) STCon72 (T) 
STCon4 1 (T) STCon7 3 (T 1 
STCon42 (T) STCon74 (T) 
STCon43 (T) STCon75 (T) 
STCon44 (T) STCon7 6 (T) 
STCon45 (T) STCon77 (T) 
STCon46 (T) STCon78 (T) 
STCon47 (T) STCon7 9 (T ) 
STCon48 (T) STCon8 0 (T ) 
STCon4 9 (T) STCon8 1 (T ) 
STConSO (T) STCon82 (T) 
STConSI (T) STCon83 (T) 
STConS2 (T) STCon84 (T) 
STCon53 (T) STCon8 5 (T) 
STCon54 (T) STCon8 6 (T) 
STCon55 (T) STCon87 (T) 
STCon56 (T) STCon88 (T) 
STCon57 (T) STCon8 9 (T) 
STCon58 (T) STCon9O (T) 
STCon5 9 (T) STCon9l(T) 
STCon6O (T) STCon92 (T) 
STCon61 (T) STCon93 (T) 
STCon62 (T) STCon94 (T) 
STCon63 (T) STCon95 (T) 
STCon64 (T) STCon96 (T) 



Appendix F: GRMS Input for the De Now Rmeryoir System. Sofi Resomes obt4Uled t h u g h  Rule C m e  

STCon97 (T) 
STCon98 (T) 
STCon99 (T) 
STCon100 (T) 
STConlOl (T) 
STConlO2 (T) 
STConl03 (T) 
STConl04 (T) 
STConl05 (T) 
STConlO6 (T) 
STConl07 (T) 
STConl08 (T) 
STCanl09 (T) 
STConllO (T) 
STConlll (T) 
STConll2 (T) 
STConll3 (T) 
STConll4 (T) 
STConllS (T) 
STConll6 (T) 
STConll7 (T) 
STConll8 (T) 
STConll9 (T) 
STConl20 (T) 
STConl2l (T) 
STConl22 (T) 
STConl23 (T) 
STCon124 (T) 
SECOND 
FIRST 
OPTl 
OPTS 
budget 

STConl25 (T) 
STConl26 (T) 
STConl27 (T) 
STConl28 (T) 
STConl29 (T) 
STConl30 (T) 
STConl3l (T) 
STConl32 (T) 
STConl33 (T) 
STConl34 (T) 
STConl35 (T) 
STConl36 (T) 
STConl37 (T) 
STConl38 (T) 
STConl39 (T) 
STConl40 (T) 
STConl41 (T) 
STConl42 (T) 
STCon143 (T) 
STConl44 (T) 
STConl45 (T) 
STConl46 (T) 
STConl47 (T) 
STConl48 (T) 
STConl4 9 (T) 
STConlSO (T) 
STConl51 (T) 
STConl52 (T) 

the sum of stosage deviations 
the required active storage 
optimal value of objective one 
optimal value of objective two 
sum of storage targets; 

STConl53 (T) 
STConl54 (T) 
STConlS5 (T) 
STConlS6 (T) 
STConlS7 (T) 
STConl58 (T) 
STConl59 (T) 
STConl6O (T) 
STConl6l (T) 
STConl62 (T) 
STConl63 (T) 
STConl64 (T) 
STConl65 (T) 
STConl66 (T) 
STConl67 (T) 
STConl68 (T) 
STConl69 (T) 
STConl70 (T) 
STCon171 (T) 
STConl72 (T) 
STConl7 3 (T ) 
STConl7 4 (T ) 
STCon175 (T) 
STConl7 6 (T) 
STCon177 (T) 
STConl78 (T) 
STConl7 9 (T ) 
STConl80 (Tl 

CONTIN (T) . . S (T) =E=[START+INE'LOW (T) -R (T) -WS (T) 3 $ (ORD (T) EQ 1) 
+ [S (T-1) +INE'LOW (T) -R(T) -WS (T) 1 $ (ORD (T) GT 1) ; 

CONTINF(T)$(ORD(T) EQ 180).. START=E=S(T); 
RAS(T) .. S(T)=L=K; 
MINREL (T) , , RMIN (T) =L=R (T) ; 
MAXREL(T) ,. R(T)=L=RMAX(T); 
MINSTO (T) . . S (T) =G=STOMIN; 
MAXSTO (T) , , S (T) =L=STOMAX; 
MINWS (T) . . LOWB=L=( (1/DTAR(T) ) fWS (T) ) ; 
MAXWS (T) . . ( (l/DTAR(T) ) *WS (T) ) =L=UPB; 
STOTAR (T) . . S (T) -V (T) +W (T) =E=STAR (T) ; 
SECOND. . OF2=E=SüM(T,V(T) +W (T) ) ; 
FIRST . . OFl=E= K; 
OPT1.. OF1-E-319.55; 
OPTS.. OF2=E=14945.83; 
budget.. OF=E=BASEl+BASE2+BASE3+BAçES+ 

BASE6+BASE7+BASE8+BASE9+BASElO+ 
BASEll+BASE12 ; 

STConl(T)$(ORD(T) EQ 1). . 
STAR (T) =E=BASEl; 
STCon2 (T) $ (ORD (T) EQ 13) . . 
STAR (T) =E=BASE1; 
STCon3(T)$(ORD(T) EQ 25). . 
STAR (T) =E=BASEl; 
STCon4 (T) $ (ORD (T) EQ 37) . . 
STAR (T) =E=BASEl; 

STCon5(T)$(ORD(T) EQ 49) .. 
STAR (T) =E=BASEl; 
STCon6 (T) $ (ORD (T) EQ 61) . . 
STAR(T) =E=BASEl; 
STCon7 (T)$(ORD(T) EQ 73). . 
STAR (T) =E=BASEl; 
STCon8 (T) S (ORD (T) EQ 85) . . 
STAR (T) =E=BASE1; 
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STCon9 (T) $ (ORD (T) EQ 97) . . 
STAR (T) =E=BASElr 
STConlO (T) $ (ORD (T) EQ 109) . . 
STAR(T) =E=BASEl; 
STConll (T) $ (ORD (T) EQ 121) . , 
STAR (T) =E=BASEI; 
STConl2 (T) $ (ORD (T) EQ 133 ) . . 
STAR(T) =E=BASEl; 
STConl3 (T) $ (ORD (T) EQ 145) . . 
STAR(T) =E=BASEI; 
STConl4 (T) $ (ORD (T) EQ 157) . , 
STAR (T) =E=BASEl; 
STConlS (T) $ (ORD (T) EQ 169) . . 
STAR (T ) =E=BASEI; 
STCon16(T)$(ORD(T) EQ 2) .. 
STAR (T 1 =E=BASE2; 
STConl7 (T) $ (ORD (T) EQ 14) . . 
STAR (T) =E=BASE2; 
STConl8 (T) $ (ORD (T) EQ 26) . , 
STAR (T) =E=BASE2; 
STCon19 (T) $ (ORD (T) EQ 38) . . 
STAR (T) =E=BASE2; 
STCon20(T)$(ORD(T) EQ 50) .. 
STAR (T) =E=BASE2; 
STCon2l (T) $ (ORD (T) EQ 62) . . 
STAR (T) =E=BASE2 ; 
STCon22(T)$(ORD(T) EQ 74) .. 
STAR (T) =E=BASEZ; 
STCon23 (T) $ (ORD (T) EQ 86) , . 
STAR (T ) =E=BASE2 ; 
STCon24 (T) $ (ORD (T) EQ 98) , . 
STAR (T) =E=BASE2; 
STCon25 (T) $ (ORD (T) EQ 110) . . 
STAR(T) =E=BASE2; 
STCon26 (T) $ (ORD (T) EQ 122) . . 
STAR (T) =E=BASE2; 
STCon27(T)$(ORD(T) EQ 134). . 
STAR (T) =E=BASES; 
STCon28 (T) $ (ORD (T) EQ 146) . . 
STAR(T) =E=BASE2; 
STCon29 (T) $ (ORD (T) EQ 158 ) . . 
STAR (T) =E=BASE2; 
STCon30 (T) $ (ORD(T) EQ 170) . . 
STAR (T) =E=BASE2; 
STCon31(T)$(ORD(T) EQ 3). . 
STAR (T) =E=BASE3; 
STCon32 (T) $ (ORD (T) EQ 15) . . 
STAR (T) =E=BASE3; 
STCon33 (T) $ (ORD (T) EQ 27) . . 
STAR (T) =E=BASE3; 
STCon34 (T) $ (ORD (T) EQ 39) . . 
STAR (T) =E=BASE3; 
STCon35 (T) $ (ORD (T) EQ 51) . . 
STAR (T) =E=BASE3; 
STCon36(T)$(ORD(T) EQ 63). . 
STAR (T) =E=BASE3; 
STCon37 (T) $ (ORD (T) EQ 75) . . 
STAR (T) =E=BASE3; 
STCon38 (T)$(ORD(T) EQ 8 7 ) .  . 
STAR (T) =E=BASE3; 

STCon39 (T) $ (ORD (T) EQ 99) . . 
STAR (T) =E=BASE3 ; 
STCon40 (T) $ (ORD (T) EQ 111) . . 
STAR(T) =E=BASE3; 
STCon41(T)S(ORD(T) EQ 123) .. 
STAR (T) =E=BASE3; 
STCon42 (T) $ (ORD (T) EQ 135 ) , . 
STAR (T) =E=BASE3; 
STCon43(T)$(ORD(T) EQ 147). . 
STAR (T) =E=BASE3 ; 
STCon44(T)$(ORD(T) EQ 159). . 
STAR (T) =E=BASE3 ; 
STCon45 (T) $ (ORD (T) EQ 171) . . 
STAR(T) =E=BASE3; 
STCon4 6 (T) S (ORD (T) EQ 4 ) . . 
STAR(T) =E=BASE4; 
STCon47 (T) S (ORD (T) EQ 16) . , 
STAR (T) =E=BASE4 ; 
STCon48 (T) $ (ORD (T) EQ 28 ) . . 
STAR (T) =E=BASE4 ; 
STCon49(T)$(ORD(T) EQ 40). . 
STAR (T) =E=BASE4 ; 
STCon50 (T) $ (ORD (T) EQ 52) . . 
STAR (T) =E=BASE4 ; 
STCon51 (T) S (ORD (T) EQ 64) . . 
STAR (T) =E=BASE4 ; 
STConS2 (T) $ (ORD (T) EQ 76) , . 
STAR (T) =E=BASE4 ; 
STCon53(T)S(ORD(T) EQ 8 8 )  .. 
STAEt (T ) =E=BASE4 ; 
STCon54 (T) $ (ORD (T) EQ 100) . . 
STAR (T) =E=BASE4 ; 
STCon55 (T) $ (ORD (T) EQ 112) . . 
STAR (T) =E=BASE4 ; 
STCon56 (T) $ (ORD (T) EQ 124) . . 
STAR (T) =€=BASE4 ; 
STCon57 (T) $ (ORD (T) EQ 136) . . 
STAR (T) =E=BASE4 ; 
STCon58 (T) $ (ORD(T) EQ 148) . . 
STAR (T) =E=BASE4 ; 
STCon59(T)$(ORD(T) EQ 160) ., 
STAR (T) =E=BASE4 ; 
STCon60 (T) $ (ORD (T) EQ 172) . . 
STAR (T) =E=BASE4 ; 
STCon61 (T) $ (ORD (T) EQ 5) . . 
STAR (T) =E=BASES; 
STCon62 (T) $ (ORD (T) EQ 17) . . 
STAR (T) =E=BASE5 ; 
STCon63 (T) $ (ORO (T) EQ 29) . . 
STAR (T) =E=BASES ; 
STCon64 (T) $ (ORD (T) EQ 4 1) . . 
STAR (T) =EXBASES ; 
STCon6S (T) $ (ORD (T) EQ 53) . . 
STAR (T) =E=BASES ; 
STCon66 (T) $ (ORD (T) EQ 65 ) . . 
STAR (T) =E=BASE5 ; 
STCon67 (T) $ (ORD (T) EQ 77) . . 
STAR (T ) =E=BASES ; 
STCon68 (T) $ (ORD (T) EQ 8 9) . . 
STAR (T) =E=BASES ; 
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STCon69 (TI $ (ORD (Tl EQ 101) . . 
STAR (T ) =€=BASES ; 
STCon70(T)$(ORD(T) EQ 113) . . 
STAR(T) =E=BASES; 
STCon7l(T)$(ORD(T) EQ 125) .. 
STAR (T) =E=BASES; 
STCon72(T)$(ORD(T) EQ 137) .- 
STAR (T) =ESBASES ; 
STCon73 (T) $ (ORD (Tl EQ 149) . . 
STAR (T) =E=BASES; 
STCon74 (T) $ (ORD (T) EQ 161) . . 
STAR (T) =ESBASES ; 
STCon75 (T) $ (ORD (T) EQ 173) . . 
STAR (T) =E=BASES ; 
STCon76(T)$(ORD(T) EQ 6). . 
STAR (T) =E=BASE6; 
STCon77 (T) $ (ORD (T) EQ 18) . . 
STAR (T) =E=BASE6; 
STCon78 (T) $ (ORD (T) EQ 30) . . 
STAR (T) =E=BASE6; 
STCon79 (T) $ (ORD (T) EQ 42) . . 
STAR (T) =E=BASE6; 
STCon80(T)$(ORD(T) EQ 5 4 ) . .  
STAR (T) =E=BASE6; 
STCon81 (T) $ (ORD (T) EQ 66) . . 
STAR (T) =E=BASE6; 
STCon82(T)$(ORD(T) EQ 78). . 
STAR (T) =E=BASE6; 
STCon83(T)$(ORD(T) EQ go).. 
STAR (T) =E=BASE6; 
STCon84 (T) $ (ORD (T) EQ 102) . . 
STAR (T) =E=BASE6; 
STCon85 (T) $ (ORD (T) EQ 114) . . 
STAR (T) =E=BASE6; 
STCon86(T)$(ORD(T) EQ 126). . 
STAR (T) =E=BASE6; 
STCon87 (T) $ (ORD (T) EQ 138) . . 
STAR (T) =E=BASE6; 
STCon88 (T) $ (ORD (T) EQ 150) . . 
STAR (T) =E=BASE6; 
STCon89 (T) $ (ORD (T) EQ 162) . . 
STAR (T) =E=BASE6; 
STCon90 (T) $ (ORD (T) EQ 174) . . 
STAR (T) =E=BASE6; 
STCon91(T)$(ORD(T) EQ 7) .. 
STAR (T) =E=BASE7 ; 
STCon92(T)$(ORD(T) EQ 19) .. 
STAR (T) =E=BASE7 ; 
STCon93 (T) $ (ORD (T) EQ 31) , . 
STAR (T) =E=BASE7; 
STCon94 (T) $ (ORD (T) EQ 43) . . 
STAR (T) =E=BASE7 ; 
STCon95 (T) $ (ORD (T) EQ 55) . . 
STAR (T) =E=BASE7 ; 
STCon96 (T) $ (ORD (Tl EQ 67) . . 
STAR (T) =E=BASE7 ; 
STCon97 (T) $ (ORD (T) EQ 79) . . 
STAR (T) =E=BASE7 ; 
STCon98 (T) $ (ORD (T) EQ 91) . . 
STAR (T) =E=BASE7; 

STCon99(T)$(ORD(T) EQ 103). . 
STAR (T) =E=BASE7 ; 
STCon100 (T) S (ORD (T) EQ 115) . , 
STAR (T) =€=BASE7 ; 
STConlOl (T) $ (ORD (T) EQ 127) . . 
STAR (T) =E=BASE7 ; 
STConl02 (T) $ (ORD (T) EQ 139) . . 
STAR(T) =E=BASE7; 
STConl03 (T) $ (ORD (T) EQ 151) . . 
STAR(T) =E=BASE7 ; 
STConl04 (T) $ (ON) (T) EQ 163) . . 
STAR (T) =E=BASE7 ; 
STConlOS (T) $ (ORD (T) EQ 175) . . 
STAR (T) =E=BASE7 ; 
STConlO6 (T) $ (ORD (T) EQ 8 ) . . 
STAR (T) =E=BASE8 ; 
STConl07 (T) S (ORD (T) EQ 20) . . 
STAR (T) =E=BASE8 ; 
STConl08(T)$(ORD(T) EQ 32). . 
STAR (T) =E=BASE8 ; 
STConl09 (T) $ (ORD (T) EQ 44) , . 
STAR (T) =E=BASE8 ; 
STConllO (T) $ (ORD (T) EQ 56) . . 
STAR (Tl =E=BASE8 ; 
STConlll(T)$(ORD(T) EQ 68). . 
STAR (T ) =E=BASE8 ; 
STConll2(T)$(ORD(T) EQ 80). . 
STAR (T) =E=BASE8 ; 
STConll3 (T) $ (ORD (T) EQ 92) . . 
STAR(T) =E=BASE8 ; 
STConli-4 (T) $ (ORD (T) EQ 104) . . 
STAR (T) =E=BASE8 ; 
STConllS (T) $ (ORD (T) EQ 116) . . 
STAR (T) =E=BASE8 ; 
STConll6 (T) $ (ORD (T) EQ 128) . . 
STAR (T) =E=BASE8 ; 
STConll7 (T) $ (ORD (T) EQ 140) . . 
STAR (T) =E=BASE8 ; 
STConll8 (T) $ (ORD (T) EQ 152) . . 
STAR (T) =E=BASE8 ; 
STConll9 (T) $ (ORD (T) EQ 1 6 4 )  . . 
STAR (T) =E=BASE8 ; 
STConl20 (T) $ (ORD (T) EQ 176) . . 
STAR (T) =E=BASE8 ; 
STConl21 (T) $ (ORD (T) EQ 9) . . 
STAR (T) =E=BASE9; 
STConl22 (T) $ (ORD (T) EQ 21) . . 
STAR (T) =E=BASE9; 
STConl23 (T) $ (ORD (T) EQ 33) . . 
STAR (T) =E=BASE9; 
STConl24(T)$(ORD(T) EQ 45) .. 
STAR (T) =E=BASE9; 
STConl25 (T) $ (ORD (T) EQ 57) . . 
STAR(T) =E=BASE9; 
STConl26 (T) $ (ORD (T) EQ 69) . . 
STAR(T) =E=BASE9; 
STConl27 (T) $ (ORD(T) EQ 81) . . 
STAR (T) =E=BASE9; 
STConl28 (T) $ (ORD (T) EQ 93) . . 
STAR (T) =E=BASE9 ; 
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STConl29 (T) $ (ORD (Tl EQ 105) . . 
STAR (T) =E=BASE9; 
STConl30 (T) S (ORD(T) EQ 117) 
STAR (T ) =E=BASE9 ; 
STConT31 (T) S (ORD (Tl EQ 129) . 
STAR (T) =&=BASES; 
STConl32 (T) S (ORD (Tl EQ 141) - 
STAR(T) =E=BASE9; 
STConl33 (T) $ (ORD (Tl EQ 153) - - 
STAR (T ) =E=BASEg; 
STCon134 (T) $ (ORD (Tl EQ 165) . . 
STAR (T) =E=BASE9; 
STConl35 (T) $ (ORD (T) EQ 177) . . 
STAR (T) =E=BASE9; 
STConl36 (T) S (ORD (Tl EQ IO . 
STAR(T1 =E=BASElO; 
STConl37 (T) $ (ORD (T) EQ 22) . . 
STAR(T) =E=BASElO; 
STConl38 (T) $ (ORD (T) EQ 34) . . 
STAR (T) =E=BASElO; 
STConl39(T)$(ORD(T) EQ 4 6 ) .  . 
STAR (T) =E=BASElO; 
STConl40 (T) $ (ORD (T) EQ 58) . . 
STAR (T ) =E=BASElO ; 
STConl41 (T) $ (ORD (T) EQ 70) . . 
STAR(T) =E=BASEIO; 
STConl42(T)$(ORD(T) EQ 82). . 
STAR (T) =E=BASElO; 
STConl43 (T) $ (ORD (T) EQ 94 . . 
STAR (T) =E=BASE10; 
STConl44 (T) $ (ORD (Tl EQ 106) . . 
STAR (Tl =E=BASE10; 
STConl45 (T) $ (ORD (T) EQ 118 1 . . 
STAR (T) =E=BASElO; 
STConl46(T)$(ORD(T) EQ 1301.. 
STAR(T) =E=BASE10; 
STConl47 (T) $ (ORD (T) EQ 142) . . 
STAR (T) =E=BASElO; 
STConl48 (T) $ (ORD (T) EQ 154 . . 
STAR(T)=E=BASElO; 
STConl49(T)$(ORD(T) EQ 166). . 
STAR (T) =E=BASElO; 
STConl50 (T) $ (ORD (T) EQ 178 1 . . 
STAR [T) =E=BASE10 ; 
STCO~&~ (T) $ (ORD (T) EQ 11) . . 
STAR (T) =E=BASE11; 
STConl52(T)$(ORD(T) EQ 23). . 
STAR (T) =E=BASE11; 
STConl53 (T) $ (ORD (T) EQ 35) . 
STAR (T) =E=BASE11; 
STConl54 (T) $ {ORD (T) EQ 47 ) . . 
STAR (T) =E=BASEIl; 
STConl55 (T) $ (ORD (T) EQ 59)  . . 
STAR (T) =E=BASEll; 
STConl56 (T) $ (ORD (T) EQ 71) - . 
STAR (T) =E=BASEIl; 
STConl57 (T) $ (ORD(T) EQ 83) . . 
STAR(T) =E=BASEll; 
STConl58 (T) $ (ORD (T) EQ 95) . . 
STAR (T) =E=BASE11; 

STConlS9 (T) $ (ORD (T) EQ 107) . . 
STAR (T) =E=BASE11; 
STConl6O (T) $ (ORD (T) EQ 119) . . 
STAR(T) =E=BASEIl; 
STConl61(T)S(ORD(T) EQ 131). . 
STAR (T) =E=BASEll; 
STConl62 (T) $ (ORD (T) EQ 143) . . 
STAR (T) =E=BASE11; 
STConl63(T)$(ORD(T) EQ 155) .. 
STAR (T) =E=BASE11; 
STConl64(T)$(ORD(Tj EQ 167) .. 
STAR(T) =E=BASEll; 
STConl65 (T) $ (ORD (T) EQ 179) . . 
STAR(T) =E=BASEIl; 
STConl66 (T) $ (ORD (T) EQ 12) . . 
STAR(T) =E=BASE12; 
STConl67 (T) $ (ORD (T) EQ 24 ) . . 
STAR (T) =E=BASE12; 
STConl68 (T) $ (ORD (T) EQ 36) . . 
STAR (T) =E=BASE12; 
STConl69(T)$(ORD(T) EQ 48) ,. 
STAR(T) =E=BASE12; 
STConl70 (T) $ (ORD (T) EQ 60) . . 
STAR(T) =E=BASEî2; 
STConl71(T)$(ORD(T) EQ 72) .. 
STAR(T) sE=BASEI2; 
STConl72 (T) $ (ORD (T) EQ 84  ) . . 
STAR (T) =E=BASE12; 
STConl73 (T) $ (ORD(T) EQ 96) . . 
STAR(T) =E=BASE12; 
STConl74 (T) $ (ORD (T) EQ 108 ) . . 
STAR (T) sE=BASE12; 
STConl75 (T) $ (ORD (Tl EQ 120) . . 
STAR (T) SE-BASE12; 
STConl7 6 (T) $ (ORD (T) EQ 132) . . 
STAR (T) =E=BASE12; 
STConl77(T)$(ORD(T) EQ 144) .. 
STAR (T) SE-BASE12; 
STConl78 (T) $ (ORD (T) EQ 156) . . 
STAR (T) sE=BASE12; 
STConl79 (T) $ (ORD (T) EQ 168) . . 
STAR(T) =E=BASEl2; 
STConl80 (T) $ (ORD(T) EQ 180) . . 
STAR(T) =E=BASElS; 
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MODEL denovo/ALL/; 
SOLVE denovo USLNG LP KNIMIZZNG OF; 

* P o s t  P r o c e s s i n g  
PUT FO; 
PUT ' * * * * * * * * + * * * * * * * * * * * S r * * * * * * * * * * * * + * . t * . C * + * * * @  

PUT / ' *  SUMMARY OF THE OPTIMAL CONDITIONS * r 
PUT / ' *****************.C*************************@ 

PUT / 
PUT/'OF1 :>lS; 
PUT/ 0F .L;  
PUT / ' O F l V  :>15,  'OF2' :>15; 
PUT / R,L :>lS;PUT OF2.L:>15;  
PUT / 
PUT / 
PUT 
/ ' * * * * * * * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 1 :  

>68,*f*****+*++++***+1:>16; 
PUT / ' T I M E ' : > 4 , ~ S T O R A G E ' : > 8 , ' S T A R ' : > l O , ' D T ~ E ' : > l O ,  
'WATER SUPPLY' : > l 4 ;  
PUT 
/'*************+**+t*********************~*+******************~****+**': 

>68,~**+*~i***+***+t*1:>16; 
PUT / 
LOOP(T, PUT / T.TL:>4;  
PUT S . L ( T )  :>a; PUT STAR.L(T) :>IO; PUT DTAR(T) :>14;  PUT R . L ( T )  :>IO; 
PUT WS.L(T) :>14 ; )  ; 
O 
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Cime 

Table G-1 Optirrl ûbjectivo met ion  Valse, R a q u i r d  Active Stomga aad 
S r n  o f  S t o r r g r  Dov~&ti~nr, ( l o C  d ) 

Budget ( Sum of Annual Required Active Sum of Storage 
Stosage Targets ) Storage Deviations 

626.74 319.55 14945.83 

Table 6-2 Miaimua aad Canrtcrint Boundr 

Maximum Minimum Minimum Fraction of Maximum Fra t ion  of 
Storage Storage Target W a t e r  Supply Target W a t e r  Suppl y 
(106 m3) (106 m3) 
477.36 12.34 0.95 1.00 

Please note the following definitions of abbreviations.  
O p t ,  - Optimal 
Min. - Minimum 
Rel. - Reservoir Release 
Max. - Maximum 
Stor. - Reservoir Storage 

T a b l e  6-3 Optimal Deciaioa Variabler, Monthly Target W a t e r  Supply, 
Miniiaum and m u m  Rererooit Raleaae, ( 10' m3 ) 

Tirne Opt. Opt . Target O'Pt Min. Opt . M a x  . 
Stor. Stor . Demand Water R e 1  . Re1 . R e 1  . 

Target SUFP~Y 
1 16.41 32.70 2.09 1.98 1.90 1.90 36.88 
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Appendk Gr GMIS Output for the De Now Reseryylir Sjmem. Sofi Resowces Obtuined t h u g h  Rule 

1.90 1.90 36.88 




