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Abstract

This dissertation presents research and development of image-based 3D data acquisition

methods from an engineering perspective. The automation, low cost, portability and

flexibility of these data acquisition methods are required for engineering applications.

The goal of this research is to simplify the processing and interactive operations between

operators and image-based 3D data acquisition systems. The research in this dissertation

includes improving image-based 3D data acquisition methods, and applying proposed

methods to two engineering applications.

An automatic recognition method for the detection of a checkerboard pattern with five

double{riangle figures is proposed for camera calibration. This method has been tested in

different lighting conditions with a complicated background and in different view

orientations. A unified-calibration method for FTP (Fourier Transform Profilomety)

methods is proposed to determine the system parameters. The proposed method unifies

the height calibration and the plane calibration in one step. There is only one image of the

specially designed pattern required to calibrate the 3D data acquisition system of FTP

methods, making calibration simpler and faster. A new phase unwrapping algorithm

based on a correlation map for FTP methods is proposed to generate reliable phase data.

The phase unwrapping algorithm is further simplified by avoiding the necessity of

choosing the width of the filter window.

The first engineering application developed in this research is to monitor ice accretions

on power transmission lines for Manitoba Hydro. The edge detection, epipolar line and



correlation methods are combined in a practical way to find the ice shape. It provides an

effective approach to detect ice accretion on power transmission lines.

The second application developed is a VR (Virfual Reality)-based data retrieval system to

search product data in virtual environments. It enables users to have an overview of the

product data structure and to find relevant information rapidly. Web technology is used

in the system for communication and data sharing. UML (Unifìed Model Language) is

used to analyze the process of product and system design. An irnage-based 3D data

acquisition system is developed. The system can also be used to aid 3D modeling for

virtual environments.
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Chapter 1

Introduction

This chapter introduces techniques of three-dimensional (3D) data acquisition related to the

research work. The analysis of techniques for 3D data acquisition is presented first, and then

the demand for developing image-based 3D data acquisition from engineering perspective is

discussed. The scope of this research and contributions made are also presented in this

chapter.

1.1 Analysis of techniques for 3D d,ata acquisition

3D data are a set of spatial coordinates of an object. Obtaining 3D data of the object is the

first step in acquiring details of an object. Many engineering applications require 3D data,

such as reverse engineering, product quality control, product inspection and virtual

manufacturing. 3D data acquisition is an essential research topic in engineering.

A number of 3D data acquisition methods have been developed. A family tree of 3D data

acquisition methods is shown in Figure 1.1. These methods are divided into two categories:

contact and non-contact approaches. Contact approaches have contact with object's surface

during the data acquisition, whereas non-contact ones do not have contact with the object in

the measurement. Contact sensors are typically touch probes that consist of jointed arms

attached to a narrow pointer. A 3D shape can be measured by positioning the probe on the

object and triggering the computer to record positions of the probe. Non-contact methods are

generally operated by projecting energy waves onto an object followed by recording the



transmitted or reflected energy. Reflective methods for 3D data acquisition are subdivided

into three categories: Radar, Laser and Image-based methods. In these methods, different

types of energy including radar,laser or light are projected onto the surface of an object in a

structured manner. By rneasuring the reflection from the object, 3D data of the object can be

obtained. In image-based methods, lighting is projected onto the object and 3D data are

extracted from one or more digital images captured from the object. The advantage and

disadvantage of these methods will be reviewed in Chapter 2.

:Contact
methods 'CMM

' 3D data
acquisition
':'methods

Transmissive :-- CT

Reflective Radar ,l

Laser scanner

.Image-based:

'methods ,

Moiré mèthods,,
. a: ::.4 . .: . . .-.- r: ,:.ììr ''...i i.r:

Påotogr1ry1etry

sFS,, ,., ,. -..

FTP-..,,,:,.,,-.
t:'.r::: .':, : - :.'.:...:. :.-.a:

PMP. :

Figure 1.1 A family tree of 3D data acquisition methods

These 3D data acquisìtion methods vary in their accuracy, measurement range and

calculation speed, and each is suitable for certain types of applications. From the engineering

perspective, 3D data acquisition methods with automation, low cost, portability and

Non-
contact ¡

methods 
I

L



flexibility are required. Therefore, 3D data acquisition methods that do not meet these criteria

are not the solution for this purpose: these would include such methods as Industrial X-Ray

Computed Tomography (CT), laser scanners and Coordinate Measuring Machines (CMMs).

The image-based 3D data acquisition methods provide a low-cost solution to acquire 3D data

of objects because of the decreasing cost of computer systems and electronic products.

Digital cameras are quick, adaptable and portable tools for collecting data. Therefore, this

research will focus on image-based 3D data acquisition methods. Among the image-based

methods, the Fourier Transform Profilomety (FTP) method is easier to install than the Phase-

measuring profilometry (PMP) and the Moiré methods, and more flexible than the Shape-

from-shading (SFS) method. But the FTP method is only suitable for small and medium-

sized objects with freefonn surfaces. The photogrametry method is suitable for large,

medium and small sized objects. But it is not capable of producing accurate 3D data for an

unmarked and freeform surface. The cooperation of two rnethods is a feasible approach to 3D

data acquisition for different sizes and types of objects. The research presented in this

dissertation proposes sorne new methods to enhance the existing FTP and Photogrametry

methods from the engineering perspective. Simplifuing the operation process of these

methods and reducing the interactive manipulation between operators and computers are

goals of this research.

In this research, 3D data acquisition methods are employed in two engineering applications.

One is the 3D shape acquisition of ice accretions on power transmission lines. The other is

the 3D data acquisition for a Virtual Reality (VR)-based data retrieval system.



1.2 Application areas

Algorithms of 3D data acquisition from the engineering perspective are a major consideration

in this research. The proposed algorithms should be able to be applied to 3D data acquisition

in any engineering application. In particular, this research focuses on two engineering

applications that are explained as below.

The first application is the irnage-based 3D acquisition of ice accretions on power

transmission lines. It is embedded in the project "Development of a digital image recognition

system to detect ice accretions on conductors", a co-operative research project with the

Manitoba HVDC Research Centre, Inc. When power transmission lines are exposed to severe

ice loads they are at risk of tearing down pole cross-arms and associated hardware. Repair is

costly. The early detection and knowledge of ice accretion on power transmission lines wìIl

assist in minimizing damage cost. In this research, an irnage-based 3D ice acquisition

algorithm is proposed to monitor ice accretions on power transmission lines. The ice

accretion on power transmission lines is monitored by measuring ice thickness continuously.

The proposed detection system is a new concept enabling cost-effective decision making for

removing ice, and is therefore valuable to the corporation. An automatic checkerboard

detection algorithm developed for the photogrammetry rnethod is applied in this research.

The second application is the image-based 3D data acquisition for a VR-based data retrieval

system. VR is a computer-generated 3D environment. VR provides users a virtual design and

manufacturing environment. Users can design 3D models of a product, simulate the

manufacturing process and analyze the product function in the virrual environment. Some

examples are as follows. In product design: a VR system can handle the viewing and the



examination of product assemblies (Jezemik and Hren, 2003); CAD (Computer-aided

Design) models can be explored in an immersive VR environment (Paillot et aL,2003); VR

environments can be used in product development and evaluation (Bao et aL,2002; Moore et

al, 2003). In the product manufacturing: VR environments can be used for simulating

manufacturing operations (Chawla and Banerjee, 2001); a layout planning tool can be

developed using VR environments (Korves and Loftus, 2000). VR environments have also

been used in the manufacturing training system (Fernandesa et aL,2003). In the research

presented in this dissertation, a VR-based data retrieval system is proposed. A VR-based

interface is used to represent product hierarchical infonnation for understanding overall

product information easily and finding relevant information rapidly. An irnportant part of the

VR-based data retrieval system is 3D model construction. The FTP and Photogrametry

methods are applied in an image-based 3D data acquisition system to acquire the 3D data of

existing objects; the data are then used for VR environment construction with a cost-effective

solution. The tech¡iques developed for this application can also be applied to other virtual

environment constructions.

1.3 The research scope and objectives

There are variant algorithms designed for FTP and Photogrammetry methods. However,

these algorithms are normally designed purely from a theoretical perspective, not frorn an

engineering application perspective. From the engineering perspective, a sirnple process with

automatic operation is preferable. Therefore the goals of this research are to simplifu the

operating procedures of FTP and Photogrammetry methods, and to reduce interactive

manipulations between operators and computers in both methods.



The objectives of acquiring 3D data by photogrammetry and FTP methods are shown in

Figures 7.2 and explained below.

(1) Finding a checkerboard recognition method for the automatic camera calibration of

photogrammetry. A reliable detection of calibration pattems will be developed.

(2) Exploring an easy and quick way to calibrate FTP-based 3D data acquisition systems. In

current FTP methods, the calibration procedure includes a height calibration (Z-axis) and a

plane calibration (X-axis and Y-axis). A series of images are taken in different locations of

the calibration pattern. The mass data of the images have to be processed. The calibration is a

time-consuming process. A simple and fast way to calibrate the FTP-based 3D data

acquisition system is required.

Engineering
perspective

Figure 1.2 The overview of research objectives



(3) Investigating a simplified phase unwrapping method for FTP methods. In current quality-

guided phase unwrapping rnethods, a modulation function is normally used for phase

unwrapping. A filter window is required to calculate the modulation function. It takes time to

obtain a proper width of the filter window. A simplified phase unwrapping method is needed

for efficiently obtaining a proper width of the filter window.

(4) Searching for an effective way to match corresponding points in two ice irnages.

Required by the photogrammetry method, it is to be applied in the 3D ice detection system.

The difficulty is to find the corresponding points in the ice images, as the ice is transparent or

semi-transparent and the surface of the ice is smooth; therefore it is easily affected by

background noise. The noise may decrease the gradient to deteriorate the performance of

feature detection. As the ice thickness calculation will only need the 3D information on the

top and bottom edges of the ice, rather than the total surface, the interested corresponding

points will only be located on the ice edges. These points will be used to calculate the

maximum ice thickness along a power transmission line.

(5) Implementing the proposed methods for VR constructions. The Photogrammetry and FTP

methods will be applied to 3D modeling for VR systems. A software environment for the

proposed methods will be developed. With this software, experience can be gained on

applying the proposed methods to VR constructions.

(6) Developing a VR-based data retrieval system. Concurrent Engineering (CE) is an

approach to integrate resources in product development. It involves all procedures of product

development in parallel. Collaboration is a fundamental element in CE applications

(Salomone, 1995). Product information should be accessed conveniently and managed

effectively. The cument research focuses on the integration of product information rather than



a user-füendly search interface to retrieve information effectively. However, we believe it is

necessary to have an easy-to-use system to search and view product information.

1.4 Contributions

In this research, three novel methods are developed for obtaining 3D data from 2D (two-

dimensional) images. The methods are irnplemented in two applications. The contributions of

this research consist of the following two parts.

1. The development of three novel methods for the 3D data acquisition process as follows:

' An automatic recognition method is proposed for the detection of a checkerboard pattern in

the camera calibration. The experimental results show that the rrethod is robust over a range

of illuminations and various backgrounds. The proposed method can be used for automatic

camera calibration in real-world environments. This work is published in the Journal of

Optical Engineering (Yu and Peng, 2006).

' A unified-calibration method is proposed for the FTP method. There is only one image of a

specially designed pattern required in the calibration of the FTP-based 3D data acquisition

system. The height calibration and the plane calibration are unified in one step. The

experiments show that the method is feasible for FTP-based 3D data acquisition. This work

is published in the Joumal of Optics and Laser in Engineering (Yu and Peng, 2007).

o A new phase unwrapping algorithm based on the correlation map for the FTP method is

proposed. A correlation-map function is proposed to calculate the reliability of the fringe

image and to avoid choosing the width of the window in calculating the modulation. As the

value of the correlation-map function is lower in areas of local shadow and has more abrupt



discontinuity than in other areas, the correlation-map function is used as a guide to find the

optimized phase unwrapping path. The experimental results show the method is feasible.

This work is published in the Journal of Optics and Laser in Engineering (Yu and Peng,

2007).

2. Applications of the proposed methods in following areas:

' A novel method is developed to monitor ice accretions on power transmission lines using

an image-based 3D detection technique. The method uses two ice images of the same power

transmission line taken by two cameras to calculate the 3D ice shape. The automatic camera

calibration method proposed in this research is used to calibrate two cameras and calculate

the essential matrix. The benefit of this research is to provide early warning of ice accretion

to minimize damage cost to power transmission lines. This work is published in IEEE

Canada 2006 (Yu et aI,2006).

¡ A VR-based data retrieval system for product design and manufacturing is proposed. The

system not only provides an integrated product database but also uses VR and Web

technologies for easing navigation of product data and for searching product data in a virtual

design and manufacturing environment. This work is published in the Proceedings of ASME

2005 International Design Engineering Technical Conference (Yu and Peng, 2005).

1.5 Outline of the dissertation

Following parts of this dissertation are organized as follows:

Chapter 2 reviews literature in the related fields that include 3D data acquisition methods,

camera calibration, system calibration for FTP methods and phase unwrapping algorithm for



FTP methods. Technologies related to image-based ice detection and VR-based data retrieval

systems are also reviewed. The problem statement and research strategy for each aÍea aÍe

presented in this chapter.

Chapter 3 explains the background of the photogrammetry method. Basic concepts used in

this research are presented. The pinhole model of a camera, the image formation and 3D

reconstruction from two 2D images are introduced. Some properties of the epipolar line,

homography, and image formation processing are described. Feature extraction and

correlation-based feature rnatching are also introduced in this chapter.

Chapter 4 introduces the automatic recognition of a new checkerboard for the camera

calibration. This approach is based on the homography constraint of two 2D images. A new

checkerboard with five double-triangle figures is designed. An iterative algorithm and a

homography method are discussed in order to find the position of the new checkerboard in

images. The experimental results are presented at the end of this chapter.

Chapter 5 discusses unified-calibration for the FTP method. First a general calibration

procedure and the principle of FTP methods are introduced. Then the system parameters for

calibration are derived from this principle. After the algorithm of the unifìed-calibration

method is introduced, the experimental results are presented in the end of this chapter.

Chapter 6 introduces a correlation-based phase unwrapping method for the FTP method.

First, the lD phase unwrapping algorithm and the reliability-guided phase unwrapping

algorithm are introduced. A correlation-map function is then introduced to calculate the

reliability of the fringe image. The algoritlun of the correlation-based phase unwrapping is

developed. Finally, the experimental results of the lD phase unwrapping method and the

reli ability-guided phase unwrappin g method are presented.
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Chapter 7 describes the image-based 3D ice detection system. The development of the

system includes two parts: one is the algorithm for searching coffesponding points in two ice

images; the other is the software to support the hardware. The experimental results of the

algorithm and the support software are presented.

Chapter 8 introduces a VR-based data retrieval system. The framework of the system, the key

technologies in implementing this framework and the principles of constructing the VR-

based user interface are discussed. An image-based 3D data acquisition system to aid in

building the 3D user interface is introduced. Implementing this system in the VR-based data

retrieval system is also presented in this chapter.

The conclusions and further research are presented in Chapter 9. The organisation of the

dissertation is summarised in Figure 1.3.

Introduction
--------f

lþept-"¡-l_l

Photogrammqtry FTP method

t_c_t'qoi9r1

ie-!ait+-¡

icdd* 7

iÇþeplçr-Q

Background

Camera calibration

ICe detection system

A VR-based data retrieval svstem

Figure 1.3 The structure of this dissertation
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Chapter 2

Literature review

This chapter reviews literature in: (1) 3D data acquisition methods; (2) camera calibration;

(3) system calibration for FTP methods; (4) phase unwrapping for FTP methods; (5) ice

detection systems; and (6) VR-based data retrieval systems.

Before discussing the specific methods that are proposed, the general concepts and methods

developed by others will be discussed in this chapter. Based on the literature review,

problems of current methods are identified.

2.1 Review of 3D data acquisition methods

As it is shown in Figure 1.1 of Chapter 1, the details of 3D data acquisition methods are

described as follows.

CMM uses a mechanical contact method to obtain 3D data of an object. It is precise but the

equipment is expensive. CMM is limited by mechanical problems in object size,

measurement volume and materials used (Peng and Loftus, 2000). For example, it cannot be

used to measure fragile objects or objects with a soft surface. CMM's speed of measurement

is also slow.

CT is a transmissive approach to acquire 3D data (Isdale, 1998). It scans an object using high

energy X-Ray and measures the amount of radiation that passes through the object along

various lines of sight. After a back projection or Fourier projection slice reconstruction, the

3D data can be obtained. It is insensitive to the reflective properties of the surface of objects
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and can capture the internal cavities of an object that are not visible from the outside. But the

system is generally very expensive and needs a large space for installation. In addition, the

accuracy is degraded if there is a large variation in material densities, such as wood glued to

steel.

The radar method is based on the propagation and reflection of high frequency

electromagnetic waves (Grégoire et al, 2003). In this method, the 3D information of an

object is obtained by measuring the time required for a pulse of sound or rnicrowave energy

to bounce back from the object. Amplitude or frequency-modulated continuous energy waves

can also be used in conjunction with phase or frequency shift detectors. The radar method is

suitable for measuring large objects at a long distance; but the method fails in measuring

small objects at a short distance because the time-of-flight can only be detected in

femtosecond ( t6-'t second) range. That is about at least tens of meters.

The laser scanner has been an accurate tool for building 3D models of an object. There are

four methods that use laser to acquire 3D data of an object (Chen et al, 2000). The first

method is Time/Light in Flight. It is based on the direct measurement of the time of flight of

a laser pulse. A laser pulse is reflected back to the receiving sensor by the object and a

reference laser pulse is passed through an optical fibre and received by the sensor, the time

difference between the two pulses being converted to distance. The second method is the

point laser triangulation. The principle of point laser triangulation is given in Figure 2.1

(Stojanovic et a\,2002). A laser beam is focused on the object surface producing light spot S.

Spot S is focused at S' on the image plane. The height between spot S and a reference plane

is å. The angle between the laser beam and the lens center O is á. The distance between spot

S' and the reference plane is dx on the image plane. From the geometry, h= dxlAxsin(á).
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Where A: OO' I O'O" . The third method is the laser speckle pattem sectioning. Laser radar

3D imaging, also known as speckle pattern sampling, is a 2D slice of the object's 3D Fourier

transfotm. Two or more 2D slices of object's 3D transforrn are taken using a CCD (charged

couple device) an.ay at each different laser wavelength, and the individual frames are added

up to generate a 3D data array. A 3D Fourier transform is applied to this data anay to obtain

the 3D shape of an object. The fourth method is the laser tracking system. Differing from

mechanical, electromagnetic or ultrasonic trackers, the laser tracker uses an interferometer to

measure distance, and two high- accuracy angle encoders determine vertical and horizontal

angles. However, the processing is slow using a laser beam to capture 3D data because the

surface has to be scanned line-by-line. The system is expensive and the high-energy laser

beam needs to be treated with care (Peng and Loftus, 2000).

Refèr'ence
plane

Figure 2.7 Laser scanner

In Moiré methods there are two gratings, one is a master grating and the other is a reference

grating, from which contour fringes can be generated and resolved by a CCD camera. Using

the contour fringes the 3D shape of an object can be obtained (Chen et al, 2000). Moiré

methods have phase discrimination problems when the surface is not smooth. This problem
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means that Moiré methods cannot avoid errors when the slope of the surface is greater than a

limitation. It is also to be noted that the Moire method's system structure and algorithm is

complex.

In photogrammetry methods, two. or more images have to be acquired by either two cameras

at the same time or by one camera at different times. Then image coordinates of any feature

points in the two images can be measured. Using the image coordinates of these points, the

3D coordinates of the feature points can be calculated, and the whole 3D object can be

reconstructed. This method can be used for multiple irnages. There are two photogrammetry

methods: (1) the calibration-based model construction (Zhang,2000; Qurban and Sohaib,

2001), and (2) the calibration-free model construction (Achour and Benkhelif, 2001;

Pollefeys et a|,2000). A calibration pattem is needed to calculate the camera position for 3D

model reconstruction in the first method. But the camera position will be calculated by using

correspondent points with the calibration pattem in the second method.

The key to the photogrammetry methods is the correspondence problem: that is, to determine

the point in one image that corresponds to a give point in the other image. Generally, it is

hard to solve the correspondence problem on a smooth surface. It is necessary to project

sorne additional signs onto the object surface to find correspondence points on all capfured

images. So far, there are many strategies to project different structured lighting patterns onto

the object to recover the 3D shape of an object (Salvimas, 2001). The purpose of these

strategies is to improve the accuracy of recovery and increase the flexibility of different

techniques. These strategies have provided good solutions for 3D shape acquisition, but some

drawbacks related to these techniques include: complicated patterns and algorithms in the

processing of captured images, and the expense of forming an application (lsdale, 1998).
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SFS is a method that can reconstruct the 3D shape of an object by the mapping between the

shading and surface shape in terms of the reflectance function I(*,y): R(p,q), where

I(r,y) denotes image intensity, P : zx and Q = z! ,z is the depth of the object and (x,

y) are projected spatial coordinates of the 3D object (Dovgard and Basri, 2004). SFS methods

can be divided into four groups: minimization approaches, propagation approaches, local

approaches, and linear approaches (Zhang et al, 7999). The photornetric stereo method is the

multi-image version of SFS. Rather than using a single intensity image in the conventional

SFS, the photornetric stereo method uses two or more intensity images of the object under

different illumination conditions, which improves the accuracy of the result. In the SFS

method, the reflection model of an object's surface has to be assumed. However, real images

of object's surface do not always follow the assumed model. Therefore the SFS method is

somewhat inaccurate and is sensitive to noise.

In PMP methods, a fringe pattern is projected onto the object by varying the phase of the

pattern. Three or more deformed fringe pattern images are captured by a CCD camera and

the phase distribution of the object can be calculated by these images. The 3D shape of the

object can then be recovered by mapping the phase distribution to the height (Quan et al,

2001). Many effective phase-measuring algorithms have been established (Li and Su, 2001).

In FTP methods (Su and Chen, 2001), a Ronchi grating or a sinusoidal grating is projected

onto the object surface (Figure 2.2). The deformed grating image is captured by a CCD

camera. 3D data of the object can be obtained by calculating the Fourier transformation of

the image, filtering in spatial frequency domain and calculating the inverse Fourier

transformation. FTP needs only one (or two) image(s) to do full field analysis but the result is

not as accurate as SFS methods.
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Figure 2.2 (a) An image without grating;
(b) An image with deformed grating; (c) 3D plot of the reconstructed object.

2.2 Camera calibration

In camera calibration, two types of parameters have to be determined. These parameters

include: (a) intrinsic parameters, such as the focal length, principle points and distortion, and

(b) extrinsic parameters, such as rotation and translation between a camera coordinate system

and the 3D world coordinate system. Two steps are needed to calibrate a camera. The first

step is to establish the correspondences between image points in the image plane and points

on the pattem in the world coordinate system as shown in Figure 2.3. This process is called

feature extraction and matching. The coordinates of image points and pattern points are

obtained in the process. The second step is to compute the intrinsic and extrinsic parameters

using coordinates of image and pattern points by certain numerical methods.
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Figure 2.3 Geometry structure of a pattern and the image of the pattern

Use of calibration pattems to calibrate a camera is an accurate and reliable method of

obtaining parameters (Shu e/ al, 2003). One of the most commonly used calibration pattems

is an object with black squares on white background as shown in Figure 2.a @) (Heikkila and

Silven, 1997; Tsai, 1987). The 3D coordinates of comers of those black squares must be

known precisely to obtain an accurate calibration, but this is a costly pattern building

procedure (Valkenburg, 1996). Recently, there is a trend to use planar pattems in camera

calibration because the planar pattems provide an easy and inexpensive solution (Sturm and

Maybank, 1999; Forbes et al, 2002). There are different techniques available for camera

calibration using the planar calibration pattem, such as concentric conics (Yang et a\,2000),

checkerboard (Figure 2.4(b)) (Zhang, 1999), lD objects (points aligned on a line) (Zhang,

2004), vanishing line (Zhaoxue and Pengfei, 2004) and a pencil of lines passing through a

circle (Meng et a\,2003); or using GA (Genetic Algorithms) (Bouchouicha et aL,2003) and

neural networking (Jun and Kim, 1999).
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(a) Calibration pattem with two orthogonal planes (b) Checkerboard calibration pattern

Figure 2.4Two types of the calibration pattem

The existing methods mentioned above only focused on the second step of camera

calibration; they ignored the features extraction and rnatching. The lack of robust feature

extraction and matching prevents these methods from being used in practical applications.

This research will focus on the first step of the camera calibration using a checkerboard

pattern. An overview of automatic feature extraction and matching of the checkerboard

pattem is described as follows.

The checkerboard pattern, as shown in Figure 2.4 (b) is one of the most commonly used

planar calibration patterns. Its feature points are grid comers formed by all black or white

squares, which can be easily detected (Shu er aL,2003). The process of locating feafure points

of the checkerboard pattem includes finding edges of the pattem, grouping the detected edges

into quadrilaterals, and clustering the edges into rows and columns. The checkerboard pattem

can then be found by topological filtering. The feature points can be found by intersecting

lines (Cumani, 2002). But it is difficult to find the checkerboard pattem in a complicated

background of images using this method.

"Attributed relational $aph matching" was used by Soh (1997) and Matas (1997) for finding

the checkerboard pattern in an image. A 3x3 mask of the Sobel operator is used for filtering
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the raw image. It is then followed by an adaptive threshold based on a local gradient

histogram analysis. The black squares are detected in the preceding steps. Each square is

linked and gap bridging is applied wherever necessary. To segment the calibration chart and

recover the position and orientation of all calibration points (i.e. centers of the squares),

"Attributed relational graph matching" between the features extracted and the model is

performed. Little detail was given in the papers and there is no method provided to get the

coordinates of grid comers that is used in the camera calibration. The method fails when

there are shadows on the checkerboard pattern because the Sobel operator is sensitive to high

intensity point variations.

Delanunay triangulation was used by Shu (2003). The comer features are detected by a

comer detector, and the comers are then connected using Delaunay triangulation. Pairs of

neighbouring triangles are combined into quadrilaterals, which are then topologically filtered

and ordered. A unique data structure is proposed in the paper for representing both triangular

and quadrilateral meshes. This mesh structure allows users to exploit the strong topological

constraints in a regular gnd. The method is able to handle images with severe radial

distortions. The problem with this method is that it supposes "the Delaunay triangulation will

usually generate triangles by diagonalizing the tiles", which makes this method fail in

complicated background environments.

The OpenCV (Open Computer Vision Library) function, cvFindChessBoardCornerGuesses,

can find feature points of the checkerboard pattern in an image, but false detection occurs too

often because the conditions required for corners selection are difficult to satisfz. There is a

manual method to find grid corners of the checkerboard pattern in the software "Camera

calibration toolbox for MATLAB " (Bouguet), but there is no document about the algorithm.
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These methods are not reliable in unconstrained environments. In this research, a novel

method for the feature extraction and matching of the checkerboard pattern in unconstrained

environments is proposed.

2.3 System calibration for FTP methods

The FTP method was introduced by Takeda et al (Takeda and Mutoh, 1933). It has been

greatly improved and studied by many researchers. The effectiveness of windowing to reduce

eTrors in the FTP method is studied by Fiona et al (2004). The phase error caused by

sampling the fringe patterns in the FTP method was studied by Chen et al (1999). A two-

dimensional continuous wavelet (2D-CWT)-based filter is used to remove the background

components and high frequency of fringe images (Gdeisat et aL,2006; Wang et aL,2004). A

bi-color fringe pattern is used to improve the FTP method (Chen et al, 2004; Chen et al,

2006). A windowed Fourier transform is used to extract the zero spectrum of the deformed

fringe image in the FTP method (Su et al, 2005). Two-dimensional Fourier transform

profilometry (2D FTP) is applied in the FTP method to provide better height information

extraction from noise when speckle-like structures and discontinuities exist in the fringe

images (Lin and Su, 1995). An improved Fourier transform profìlometry (IFTP) is presented

by Li et al (1990), Yi and Huang (1997) and Li and Su (1990). Obtaining a360 degree 3D

shape of an object by using the FTP method is studied by Su et al (1997).
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Camera Projector

Reference plan

Reference plan

(a) Crossed-optical-axes geometry (b) parallel-optical-axes geometry

Figure 2.5 Two geometries of the FTP method

The system calibration of an FTP system includes a height calibration (Z-axis) and a plane

calibration (X-axis and Y-axis). The parameters consist of positions and orientations of the

camera and projector, the intemal parameters of the camera, and the reference plane location.

In most cases, these parameters are difficult to measure directly. Therefore, a calibration

procedure is needed in the FTP method to determine the parameters.

A cornprehensive study of the system calibration was done by Chan et al (1994). The paper

presents the system calibration for both crossed-optical-axes geometry and parallel-optical-

axes geometry as shown in Figure 2.5.

A method using a virtual phase calibrating model plane as shown in Figure 2.6 for system

calibration is presentedby Zhang et al (2005). The plane (X-axis and Y-axis) calibration and

height (Z-axis) calibration are studied respectively in the paper. The calibration methods

need to collect at least two series of images. One is a pure fünge irnage series of a model

plane produced by projecting a sinusoidal fünge pattern onto the model plane. The image

i
I
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series provides the phase information of the model plane at a different location. The other is

an image series of the model plane without the fringe pattem, which provides the relationship

between the coordinates of feature points on the images and their 3D coordinates. The virtual

phase calibration method needs only one image series, i.e. a pure fringe image series of the

model plan. The calibration of the X-axis and Y-axis is performed by a least-square map

function method, the calibration of the Z-axis is performed by a piecewise linear

interpolation method.

Figure 2.6 The calibrating model plane

An object with a known profile, shown in Figure 2.7 (a), is used to calibrate an FTP system

by Sansoni et al (1994). First, the coarse approximation of the parameters of the system is

measured. The object is then used to measure the parameters of the systern. A calibration

map is produced by evaluating the difference between the measured and the actual profile of

the object. The height, calculated by the coarse approximation of the parameters of the

system and its elrors, is presented in the map for each calibration point. The approximation

of the system parameters is adjusted based on the calibration map. This procedure is repeated

until the required measurement accuracy is obtained.
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(a) An object with a known profìle (b) The calibration plate

Figure 2.7 Callbration patterns

A calibration plate shown in Figure 2.7 (b) and a CMM are used by Hu et al (2003) to

calibrate the system. The plate is made of alurninium and is machined by a CNC (Computer

Numerical Control) milling machine. The surface is sprayed with white paint to improve its

condition for measurement. The hole positions are calibrated by the CMM. A two-step

approach is proposed in the research. The approximate values of the system parameters are

measured at first. The calibration plate is then measured at different positions. The distances

between various holes are calculated by three phase-shifted fringe pattems and a centerline

pattern. The results are compared with the values obtained by the CMM. The measurement

errors are used in an iterative algorithm to calculate the system parameters. The first step is

important because it determines the approximate values of the parameters. Without these

approximate values as initial values, the iterative algorithm may take an excessively long

time and converge to wrong values.

A least-squares calibration approach was proposed by Guo et al (2005). A simple nonlinear

function was proposed to represent the mapping relationship between the depth map and

phase distribution. A series of images of a target plane at a sequence of positions with known

depth is taken. The nonlinear function is used to measure the corresponding phase
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distributions of the images. The phase distributions are used in a least-squares algorithm with

a simple linear computation to calibrate the system.

Figure 2.8 The layout of a system calibration

But these methods need a series of images of a calibration pattem and the calibration

procedure is time-consuming. In this research, a unif,red calibration method for the FTP-

based 3D data acquisition is proposed.

2.4 Phase unwrapping for FTP methods

Phase unwrapping is an essential process in the FTP method for the height calculation of an

object. Because the phase map obtained by the FTP method is lirnited from r to -n; this is

called a wrapped phase. The natural phase must be obtained by suitable unwrapping

algorithms. Figure 2.9 shows a continuous 1D phase distribution and the same distribution

when it is wrappedby 2r .
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Figure 2.9 A 1D phase distribution and when it is wrappedby 2n

For a perfect wrapped phase distribution, the continuous natural phase can be obtained by

comparing the wrapped phase in neighbouring pixels, and adding or subtracting multiples of

2n to obtain the real phase between the two pixels (Su and Xue, 2001). As the unwrapped

phase is a cumulative function of the original wrapped phase, phase unwrapping should be

path-independent. The natural phase should be single-valued. But in practice, irregular

changes of object's surface may result in a shadow or excessive density or sparsity of the

fringe distribution on the deformed fringe image. These factors may result in phase

discontinuities, low modulation or regional undersampling of the fringe (Li and Su, 2002). It

is impossible to obtain a correct natural phase in such areas (Su and Xue, 2001). Therefore

phase unwrapping is path-dependent. As phase unwrapping is a cumulative process, an error

at any given point can propagate along the unwrapping path. Choosing an optimized

unwrapping path to avoid effor accumulation has been addressed by some researchers.
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Reviews of phase unwrapping algorithms were presented from the early 1990's (Ãndra et al,

1991; Judge and Bryanston-Cross, 1994; Su, 1996; Huntley and Coggrave, 1998). These

algorithms can be classified into three categories (Henaez et a\,2002; Lu et a\,2005): global

algorithms, region algorithms (Meneses et al, 2005), and path-following algorithms. The

path-following algorithms can be further classified into three sections: path-dependent

methods (Huang and Lai,2002), residue-compensation methods, and quality-guided methods.

Global algorithms are robust for noisy fringe images but time-consuming (Herraez et al,

2002). Region algorithms are not as robust as global algorithms but they are faster (Henaez

et aL,2002). Path-dependent methods are fast but fail with noisy fünge irnages (Meneses et a/,

2005). Residue-compensation algorithms are efficient at timely execution but not robust

(Herraez et a|,2002). In quality-guided methods, a reliability map is used to identif,i the

pixel's reliability of the wrapped phase. The pixel's reliability is used to guide the direction

of phase unwrapping. The path of phase unwrapping is always along the optimized direction

from the pixel with high reliability value to the pixel with low reliability value. Therefore,

error is lirnited to local minimum areas even in the worst case. The quality-guided method

has therefore attracted many researchers' attention to phase unwrapping methods (Herraez et

aI,2002).

Su and Chen (2004) presented a review of quality-guided methods. The review shows that

the modulation function is a very important parameter of reliability in phase unwrapping as

the value of modulation in the areas of local shadow and abrupt discontinuities is lower than

that of other parts. And low modulation means low phase reliability (Su er al, 1993).

Modulation has been successfully used in research to produce an optimized reliability map

for phase unwrapping, such as cross-amplitudes (Takeda and Abe, 1996), edge detection with
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modulation (Li et a|,7997), and the fitting error with modulation (Li and Su, 2002). However,

modulation calculating with the FTP method requires careful consideration.

In FTP methods, a filter window is required to calculate the modulation (Su and Chen, 2004).

A small window can simplify phase unwrapping for the FTP method but it may decrease the

precision of the 3D data by elirninating useful parts of the spectrum (Su and Xue, 2001). A

big window can bring information of a higher order and zero frequency into the fundamental

frequency, so that the wrong phase unwrapping is inevitable. Figure 2.10 is the 1D spatial

frequency spectra of the image of a pure fünge pattem. There are no system effors

(background noise) in the pure fringe pattern image: therefore there is only Q2 in the spatial

frequency spectra. Q2 is the spectrum of the fundamental component (the grating frequency

carrier). Figure 2.11 is the lD spatial frequency spectra of the images of the pure fünge

pattem projected on an object. There are some signals that were brought in by the experiment

system and environments therefore there are Ql and Q3 in the spatial frequency spectra

except Q2. Q1 is the spectrum of background of the images and Q3 is the spectrum of all

frequency that is higher than the fundamental component. The FTP method uses a window to

remove Ql and Q3 to calculate the modulation. If a big window is used then Ql and Q3 are

brought into the fundamental frequency. Modulation is calculated with noise. If a small

window is used then a part of Q2 is removed from the fundamental frequency. The

modulation is calculated but useful parts of the frequency are lost. Therefore, the width of the

window should be chosen carefully based on the shape and surface of the measured object. It

will take some time to obtain a proper width. A correlation-based phase unwrapping method

is proposed in this research to avoid choosing the width of the filter window for phase

unwrapping in FTP methods.
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Spectrurn
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Figure 2.10 The 1D spatial frequency spectra of a pure fringe pattem

Spectrurn Spectrum

Figure 2.11 The 1D spatial frequency spectra of a fünge pattem with noise and objects

2.5 Ice detection systems

Most of the damage on overhead power transmission lines that cause towers to collapse is

due to ice accumulation on power transmission lines (Savadjiev andFarzaneh,2004). Canada

is one of the countries in whìch power transmission lines suffer severe icing problems. For

example, the 1998 ice storm caused severe damage to Hydro-Québec's pov/er transmission

system. Therefore the ice accumulation detection methods have drawn a lot of attention in

Canada.

A common ice detector is the icing-rate meter (IRM). It is an instrument that detects and

measures the icing potential of the air in contact with a probe. When the IRM is installed near

a power transmission line, the real-time data on icing rates and the total accumulated weight

on a specific line component can be provided. The operator can then assess the risks of

Frequency Flequency
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overloads of power transmission lines. Therefore it gives the operator time to reduce

potential damage on the power transmission systems. It is a very versatile device that can

measure all types of atmospheric icing, whether caused by the passage of cold clouds or by

freezingprecipitation such as freezing rain or wet snow. Unfortunately, the IRM is unable to

differentiate between hoarfrost and ice, or to detect accurately ice thickness on conductors,

and it is costly. The problem is that the detection device is on its sensing probe, not directly

on power transmission lines.

An image-based method for measuring ice accumulation on power transmission lines was

developed by Borkowski (2002). The proposed method combines two methods in a non-

standard way. One is the á -mesh method and the other one is the Gouraud shading

algorithm. The disadvantages of the method are: (1) As the vibration of power transmission

lines in real environments was not considered in the method, accurate ice thickness cannot be

obtained by this method; (2) the method does not automatically detect the edges of ice; and

(3) the input image for the method can only contain one power transmission line with

uniform sky in the background, therefore it fails to detect ice on power transmission lines

with complex backgrounds.

In this research, a novel image-based 3D ice thickness acquisition algorithm is proposed. The

major problem involved in 3D ice thickness calculation is to find corresponding points in two

ice images. The general process of finding the corresponding points in two images includes

two steps. The first step is feature extraction, and the second step is point matching.

Feature extraction refers to methods that aim at determining the location and orientation of

image features in an image. The resulting features are subsets of the image. Many feature

detection algorithms can be found in literature. A template-based method was proposed by
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Luo et al (1998). The comers are considered to be located at the saddle points of the

magnitude of the vector potential. The junctions of the edge and symmetry lines are comers.

An isolated point detection method was described by Gonzalez and Woods (2002). The rate

of change of gradient direction and the gradient magnitude are used to detect corner.points.

Zheng et al (1999) proposed a gradient-direction corner detection method based on the

Plessey corner detection method. A neural network was used to detect corners by Basak and

Mahata (2000). Pei and Ding (2005) proposed a new comer detection method. The sum of

the differences is used to observe the variations along the adaptive vertical and tangent axes.

The variations are classified into 36 types and a 'case table' is used to detect the comers. The

gradients calculated along x andy-axes, used in many existing algorithms, are not needed in

this method. The Gabor wavelet was used by Gao et al (2004) to detect comers. The input

image is transformed to several wavelet scales and along several directions. The magnitude

along the direction that is orthogonal to the gradient orientation is used for the corrrer

measurelnent. A support vector machine-based algorithm for comer detection was presented

by Banerjee et al (2004). A four dimensional feature vector is used to store the direction of

maximum gray-level change for each edge. A support vector machine is designed using

feature vectors to detect the comer points. Wavelet transform was used to detect corners by

Lee et al (1995) and Penersini et al (2000).

An overuiew on edge detection methods was described by Ziou and Tabbone (1998). The

fìrst-order derivatives are used in Roberts Cross, Prewitt, Sobel and Canny methods (Heath et

al, 1997). The second-order derivatives are used in the directed second-order derivative

method and the Laplacian zero-crossing detection method (Gonzalez and Woods,2002). The

comparison of these methods was discussed by Heath et al (1997). The conclusion is that
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there are no significant differences between the perforrnances of these methods, therefore the

choice of the edge detection algorithm depends on the applications.

A blob detector is used to detect regions in an image. The blob detectors are roughly grouped

into four categories (Hinz, 2005): (1) Matched filters / template matching; (2) Watershed

detection; (3) Structure tensor analysis followed by hypothesis testing of gradient directions;

and (4) The region detection through a scale-space analysis. From a theoretical point of view,

the region detection through the scale-space analysis is the most advanced one (Hin2,2005),

and it is often carried out through the computation of local extremes of some normalized

derivatives of linear scale-space image representation (Damerval and Meignen, 2007).

Corresponding point matching is performed by calculating the similarity of two image points.

The algorithrns of similarity measurement are divided into two categories: area-based

matching and feature-based matching (Li and He,2002).

Computing correlation (Vincent and Laganiere,2002) and sum of squared differences (SSD)

(Kanade and Okutomi, 1994) are the basic techniques for obtaining the correspondence

between two or more images. The rnain problem of the techniques is the size selection of an

appropriate window. The window size should be large enough to include enough information

of intensity variation, but srnall enough to avoid the effects of projective distortion.

An adaptive window method \¡/as proposed by Kanade and Okutomi (199a) to select an

appropriate window by evaluating the local variation of intensity and disparity. A statistical

model of the disparity distribution within the window is created. An edge detection-based

adaptive window method was proposed by Wang (2004). The window is chosen by the

intensity variance without the influence of disparities; therefore the method is robust for

variation of intensity. A new color area-based matching approach based on self-organization
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neural networks was proposed by Hua et al (2004). The color information is used

calculating color features similarities. The neural networks are used to obtain

correspondence of images.

Using features instead of the intensities allows a representation which is more invariant with

respect to distortions by illumination, reflectance or geometry. This makes feature-based

algorithms more robust than area-based matching. An algorithm based on a multi-resolution,

multiple-hypothesis scheme was designed by Cham and Cipolla (1998). The core of the

algorithm is a Bayesian framework for incorporating similarity measurement of feature

correspondences in regression. A novel neural network architecture was proposed by Branca

et al (1998) to solve the correspondence problem. A nonlinear relaxation labelling approach

is used to estimate correct matches from high order compatibility measurements. And the

cross-ratio similarities are used as constraints to determine compatibilities between feature

matches. Feature locality and the gray-level gradient associated with the feature were used by

Candocia and Adjouadi (1998) to measure the similarity of features. Local and global

matching strategies are integrated in a matching procedure to ensure that the features are

matched with a high degree of similarity. The parallel of epipolar lines were used by Lu and

Manduchi (2004) as a constraint for feature rnatching. The algorithm reduces the mismatches

and the dimension of search domain.

The preceding research all focus on a general solution of feature detection and feature

matching in image processing. None of them has been used to monitor the ice accumulation

in real environments. In this research, the proposed method will combine the existing

methods in a practical way to provide a useful solution to find the corresponding points in

two ice images.

for
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2.6 Product data retrieval systems

Concurent engineering (CE) is a key technique to improve the performance of companies in

the integration of people, tools, information and processes working together efficiently. In

CE, people may work at different corporations or different disciplines of a company. The

collaboration is the fundamental element in this situation (Salomone, 1995). It is very

important for the right people to get the right information at the right time. Different

members on a team may use different software and hardware systems. It is important for

product information to be accessible conveniently and to be managed effectively.

The most recent work on product data retrieval is on XML (eXtensible Markup Language) -

based data exchange format. The XMl-based data exchange facilitates the information

integration and interoperability of teamwork because XML can provide a well-understood

syntax and Web-friendly application for data exchange (Amstel et a|,2000;Burkett, 2001).

Another method is the STEP (Standard for The Exchange of Product model data)-based

information integration (Yang and Pei, 1999). There are also a lot of systems that use the

Internet to support information flow (Huang et a\,2000; Yang and Jiang, 2002; Shen and

Vy'ang,2003).

These systems all focus on the smoothness of the information flow among members of a

team but rarely consider a user-friendly searching interface to let members find information

effectively. Some rigid interface methods, such as table-based or schematic queries, have

been used in information systems (Santos et a\,2000). Using interfaces of these systems, the

information, such as component's ID and component's name, should be typed in by users to

search the product information. All menu or process flows of an application have to be

memorized by users. It is difficult for new users to search information in these systems. On
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the other hand, the product information usually has a hierarchical structure. These systems

cannot provide users with an overview of hierarchy information, nor does it allow users to

visualize a specific node within the whole context. Therefore, it is necessary to have a user-

friendly search system to view product information.

So far, several 3D interfaces for database access have been proposed, such as Warehouse

Metaphor (Massari et al, 1997), Keywords, Visual Query Language and Hypercube

(Soetebier et aL,1999). In these 3D searching systems, Cubes or cones are used to represent a

product hierarchy structure. And the 3D model is helpful to search product information. But

they cannot provide users an immersive environment for product data retrieval. In this

research, a VR-based user-friendly interface is proposed. It can provide users with a good

understanding of the product hierarchy or product function. Therefore it enables users to get

an overview of the product data structure and to fìnd relevant information rapidly.
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Chapter 3

Catibration-based 3D data acquisition

This chapter presents theories and concepts related to this research. A brief introduction to

3D data acquisition from two 2D images is presented. A camera model and calibration

parameters are discussed along with the fundamentals of epipolar and homography. Image

processing methods on feature detection and matching are also presented in this chapter.

3.1 A brief introduction on calibration-based 3D data

acquisition

One kind of Photogarnmetry employs the calibration-based 3D data acquisition method. A

calibration object with known geometry is used to calibrate a camera for obtaining the

intrinsic and extrinsic parameters accurately. The accurate 3D information of objects can then

be obtained. A general process of the method is shown in Figure 3.1. The process is

explained as follows:

(1) Camera calibration is an essential step in the method (Meng et a\,2003). Two types of

parameters associated with a camera have to be determined in camera calibration: these

include intrinsic parameters, such as focal length, principle points and aspect ratio; and

extrinsic parameters, such as rotation and translation between a camera frame and a 3D world

frame.
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(2) Image acquisition is a procedure of capturing digital images by one or several calibrated

cameras. Obtained image data are 2D images. The pixel values in the images typically

indicate the light intensity on an object or scene. Pre-processing ensures that the images

satisfy the requirements of the further operations. The pre-processing includes the following

work:

. Size and color modification of the image to assure that the image meets the

requirement for further processing.

Noise reduction for the quality of images.

Contrast enhancement for easily detecting information in the processing.

3D coordinates calculation

Figure 3.1 An overview of the process of the calibration-based 3D data acquisition

(3) Feature extraction obtains features of the image. The feature definition depends on the

type of application. For example, in the 3D ice shape calculation, the iced power

transmission line can be defined as a feature. Or the edges of the iced power transmission

3t

Camera calibration

Image acquisition and pre-processing

Feature extraction, detection and

segment

Corresponding image points
matching



line can be defined as a feature. Generally, the image features can be divided into 3 groups:

points (corners), lines (edges) and regions (blobs).

(4) Conesponding image points matching finds a point of an object in different images using

the similarity measurement. A pair of corresponding image points is shown in Figure 3.2.

There is an object point in the world coordinate system. The projected points in both images

(left and right) are the corresponding image points.

Left image

\

Krgnt camera

Figure 3.2 An example of a pair of corresponding image points

(5) 3D coordinates calculation is the final process of 3D data acquisition. The 3D

coordinates of objects can be obtained through a triangulation algorithm from these

corresponding image points.

3.2 Camera model

A camera is composed of a set of lenses used to convert light into an image as shown in

Figure 3.3. The figure shows the lighting fiom an illumination source being reflected from an

object to the camera. The camera collects the incoming lighting and records it onto an ìmage

Left camera
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plane. The irnage plane is composed of an array of sensors. The sensor array converts

lighting into a digital image. A cornplete description of the functioning of lenses will not be

discussed here. A simple model of the camera, a pinhole model, is described and will be used

in this research.

In the pinhole model, the lenses system of the camera is simplified to a hole with size zero in

Figure 3.4. Rays are forced to pass through the hole. The hole is called the optical center. If a

point P has coordinates p =tx,v,zl relative to a reference coordinates system centered at the

optical center o, with its z-axis being the optical axis of the camera, then the relationship of

the coordinates of P and its image pointp (*,y) can be obtained from similar triangles in

Figure 3.4 .

tx lv
Z'- Z

(3. 1)

Where / is the focal length.

Illumination vAø
€f''i.lÞsource p*T/o Image plan

Digital
image

Figure 3.3 Digital image formation
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There are two negative signs in Equation (3.1), which makes the object image to appear with

upside down on the image plane as shown in Figure 3.4. To eliminate this effect, the image

plane can be placed in front of the optical center o in Figure 3.5. Therefora z= -¡instead of

z = +f . In this case, the coordinates of the image points p ( *,y ) is given by:

JX lY'=z'Y=z
This pinhole model is used in this research.

(3.2)

Optical center o

Figure 3.4 A pinhole model with the optical center in front of the image plane

Optical center

Image plane

Figure 3.5 A pinhole rnodel with the image plane in front of the optical center
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3.3 2D images

Figure 3.6 shows a digital image which is a representation of a 2D image as a finite set of

digital values, called pixels. Typically, the pixels are stored in the computer memory as a 2D

array of integers. The greyscale digital images are used in this research. A greyscale image is

typically cornposed of shades of gray, varying from black at the weakest intensity to white at

the strongest. It is denoted by two-dimensional functions of the form/(x,y), where (x,y) is

the coordinates of one pixel. The values of the coordinates ( 
",y ) are discrete quantities.

Assume that an image f (r,y) has M rows and N columns. The value of the coordinates at the

origin is 1;r,y) = (0,0) . The maximurn value of the coordinates is 1r-,y) = (M,N) .

Origin

OT

One pixel f (r,y)

Figure 3.6 A digital image in2D array format

The matrix form of the image f (*,y) can be expressed in the following form:

(3.3)
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The right side of this equation is a greyscale digital image. Each element of the matrix array

is one pixel. The term image will be used throughout the rest of this research to denote a

greyscale digital image.

3.4 Image pre-processing

An image may be subject to noise. The noise may be generated from several sources, such as

electrical sensor noise, photographic grain noise, and channel er¡ors. These noises should be

reduced before doing any further operations. The classical solution for reducing noises uses

filtering techniques.

Image noise arising from sensor noise, photographic grain noise or channel errors usually

appears as discrete isolated pixel variations that are not spatially cor:related. Pixels that are in

error often appear visually to be markedly different from their neighbours. Therefore noises

in an image generally have a higher-spatial-frequency spectrum than the normal image

components. Low-pass filtering can be effective for noise reduction. There are two types of

low-pass filter, one is spatial filter and the other one is frequency domain filter. In this

research, spatial filtering methods will be used because the filtering operations in the

methods are performed directly on the pixels of the images and the methods are easy to be

implemented.

The mechanics of spatial filtering are shown in Figure 3.7. The process consists of moving

the filter mask from upper-left to lower-right in an image. At each point ( x,y ), the response

of the fìlter at each point of the image is calculated using a predefined algorithm. The

algorithms include linear spatial filtering and nonlinear spatial filtering. In this research, the

linear spatial filtering is used. For linear spatial filtering, the result of filtering is given by a
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sum of products of the filter coefficients and the corresponding image pixels in the area

spanned by the filter mask. In general, linear spatial filtering of an image f of size MrN

with a filter mask nt of size ntxn given by the following equation (Gonzalez and Woods,

2002):

nG,Ð = i fmß,t)f(x + s,y + t)
s=-a l=-b

where, o : (* -t¡tz and þ = @ -t)t 2 .

(3.4)

For example, for â 3 x 3 filter mask m(3,3), the result of the linear filtering with the filter mask

at a point ( 
",y ) 

in the image f (x,y) is:

R = m(-l,-t)f (x -1,y -1) + m(-1,0).f (x - 1,y) +...

+ m(0,0) f (x, y) + .... + m(1,0) f (x + 1, y) + m(1,1) f (x + 1, y + 1)
(3.s)

Note that the coefficient z(0,0) coincides with image value f (x,y), indicating that the mask

is centered at (x,y ) when the computation of the sum of products takes place.

The process of linear spatial filtering given in Equation (3.5) is sirnilar to a frequency domain

concept called convolution. Therefore the linear spatial filtering is referred to as "convolving

amask with an image" (Gonzalez and Woods,2002).

Image

Figure 3.7 The process of spatial filtering
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Equation (3.6) shows one 3x3 linear spatial filter which is used in this research. Use of the

filter yields the standard average of the pixels under the filter mask. The "sharp" transitions

in gray levels can be reduced in an image by replacing the value of every pixel in the image

by the average of the gray levels of the neighbour pixels. Therefore the noise can be reduced.

(t 1 rl

^o,ø=!| ' 'lutl)
(3.6)

3.5 Feature extraction

3.5.f Point detection

A mask shown in Figure 3.8 is used to detect the isolated points in an image. The process of

the point detection is as same as the process of image filtering. The mask is moved through

the irnage to compute the sum of products of the mask coefficients and the corresponding

image pixels in the area spanned by the mask. If the value of the sum is greater than a

threshold then a point is detected at the location.

Figure 3.8 The mask for point detection

3.5.2 Edge detection

Pixels in an image where brightness changes particularly sharply are often the locations of

edges. Differential detection is a generic approach to detect edges in the image. There are two

major classes of the differential detection: first- and second-order derivative. For the first-
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order class, a spatial first-order differentiation is performed, and the resulting gradient is

compared to a threshold value. The edges are detected if the gradient exceeds the threshold.

For the second-order derivative class, the edges are decided if there is a significant spatial

change in the polarity of the second derivative. In general, the detection of zero-crossings in

the second derivative is used to capture significant spatial change. The second-order

derivative methods are good at noise reduction. However, there are two drawbacks that

prevent the method frorn practical applications. One is so-called spaghetti effect. The

spaghetti effect tends to create closed loops of edges on an image. The other one is that the

method smoothes the shape too much; for example, sharp corners are lost. (Gonzalez and

Woods, 2002). For these reasons, the first-order method is used in this research.

First-order derivatives of a digital image are based on the generation of gradients in two

orthogonal directions of an image. The gradient of an image f(x,y) at location (x,y) is defined

as the vector (Gonzalez and Woods,2002):

(3.7)

where G' is the gradient along x-axis, and G, is the gradient along y-axis.

In an image, the gradient vector points in the direction of maximum rate of change of f at

coordinates (x,y). The magnitude of the gradient vector gives the maximum rate of increase

of f(x,y) per unit distance in the direction of the magnitude, it is used for feature detection. It

is defined by (Gonzalez and 
'Woods, 

2002):

Yf = mag(Yf) =[O'' * C,'þ
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The magnitude of the gradient vector is also called the gradient in this research if there is no

confusion. The direction of the gradient vector is an important quantity for feature detection.

It is defined by (Gonzalez and Woods, 2002):

a(x,y)=",'[*) (3.e)

(3. i 0)

where a(x,y) represents the direction angle of the vector vf at (x, y).The angle ìs measured

with respect to the x-axis.

The simplest method of discrete gradient calculation is to calculate the difference of pixels

along rows and columns of an image. The x-axis gradient is defined as (Gonzal ez and

Woods,2002):

G.. (",y) = f (x + l, y) - f (x, y)

and the y-axis gradient is defined as (Gonzalez and Woods, 2002):

ffi

G,,(x,!) = "f (x,y +l) - f (x,y) (3.1l)

These definitions of x and y-axis gradients are chosen such that G.. and Gy are positive for

an edge that increases in amplitude from left to right and from bottorn to top of the image.

These definitions are called Roberts cross and can be implemented by using a mask shown in

Figure 3.9.

Figure 3.9 Roberts cross

Masks of size 2x2 aÍe difficult to implernent because they do not have a clear center.

Thereforemasks of size 3x3 aÍe themost common in practice. Figures 3.10 and 3.11 show

two examples of masks of size 3x3, the Sobel mask and the Prewitt mask (Prett,200).
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Figure 3.10 Prewitt mask

Figure 3.11 Sobel mask

The Sobel mask differs from the Prewitt mask in that the values of the north, south, east, and

west pixels are doubled. The motivation for this weighting is to give equal irnportance to

each pixel in terms of its contribution to the spatial gradient. The Sobel mask has slightly

superior noise-suppression characteri sti cs (Prett, 200).

The masks discussed above are used to obtain the gradient components G.. and Gr,. To avoid

computing squares and squares root in Equation (3.8), an approach used frequently is to

approximate the gradient by absolute values (Gonzalez and Woods ,2002) :

Yf =lG,l+ | Gy | (3.12)

A poìnt on an edge will be detected at the location where the gradient is greater than a

threshold.

3.6 Feature matching by correlation

One of the most fundamental factors of feature matching in image processing is correlation

(Gonzalez and Woods,2002). Using correlation methods, a feature of interest is compared to
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all unknown features in an image. If the correlation between an unknown feature and the

feature of interest is greater than a threshold, the unknown feature is labelled as the matched

feature.

The correlation method is used to measure the squared Euclidean distance dj.,"(u,r) between

a sub-imagew(x, y) and an imagef(x, y).The sub-image is a part of an irnage containing the

feature of interest. The image contains all unknown features.

dl ,*@,v) = ZU f*, y) - w(x + tt, y + v))2
.{,}

Where (a,v) is the size of w(x,y) .

In the expansion of dl..,1u,v¡,

(3.1 3)

(3.14)

(3.1 s)

d|.,,(tt,v) =2f¡'@,y) -2f (x,y)w(x + u,y + v) + w2 (x + u,y + v)l
,\,),

The term .27r+u,y-tv)represents a summation of the template energy. It is a constant and is

independent of the coordinate. The image energy over the window area is represented by the

first term f'(*,y).It generally varies slowly over the image field. The second term

,'1*+u,y+v) is recognized as the correlationbetween the image and the sub-image. At the

coordinate location of the sub-image match, the correlation c(x,y) should become large to

yield a small difference.

c(x, y) : I f (x, l,)w(x + u, y + v)
r,y

Therefore, the correlation is a measure of the similarity between the sub-image and the image.

But the correlation function given in Equation (3.15) has the disadvantage of being sensitive

to changes in the amplitude of .f(x,y) and w(x,y). For example, increasing values of f(x,y) will
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increase the value of c(x,y). This disadvantage can be avoided by performing matching via

the normalized cross-correlation, which is defined as (Gonzal ez and Woods, 2002) :

rQt,v\ =

ZZI¡ t*, y¡ - f (x, y)l[v¿(x + u, y + v) - w]
,r J, (3.16)

I )z
lZZt¡ r*, r) - f (*, y)l'III''t' + u, y + r) - rl' Il.t .r r )

Figure 3.12 shows a simple example of the correlation-matching process. The objective is to

find matches of a sub-image w(x, y) of size t xK within an image f(x, y) of size MxN,

where J < M and K < ff. The origin of f(x, y) is at top left corner, the origin of w(x, y) is at its

center. For one position (xs,ro) insidef(x, y), the application of Equation (3.16) yields one

value of c(x, y). As w(x, y) is moved around the irnage area' x and y are varied, therefore c(x,

y) are obtained. The highest value of c(x, y) is in the position where the best match between

f(*, y) andw(x, y) is found.

Origin 
_

Figure 3.I2 The correlation-matching process
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3.7 The intrinsic and extrinsic parameters of a camera

The following sections are entirely about the overview of projective geometry and geometry

of 3D vision systems used throughout the research.

As mentioned in Section 3.1, the pinhole model of a camera is used in this research. There

exists a relationship which maps the projective space to the camera's image plan: P3 --> p2 .

The relation is expressed by the following equation:

sñt = PM (3.1 7)

'Where fi =¡X,Y,Z,t1r is the homogeneous coordinates of a 3D point M =[X,y,Z]r in a

Euclidean world coordinate system. ñ =lx,y,7)t is the homogeneous coordinates of a 2D

image point m=ï.*,ylr in the image plane. s is a scale factor. P is called the perspective

projection matrix. It is a 3x4 matrix representing the relationship: p3 --> p2 .

Camera
coordinate

system- __--¡

 
IZ

I

I

---\XY\

\
World

coordinate
system

Figure 3.13 Perspective projection from the world coordinate system

to the image plan

Figure 3.13 illustrates the process of transforming a 3D point to a 2D image point. In the

figure, the world coordinate system is a scene-centered coordinate system and it is defined by

Image coordinate
system

\



the system designer. The location of the world coordinate system is arbitrary. The camera

coordinate system is a 3D coordinate system with the origin at the optical center of a camera.

The "r and y axes parallel with the x and / axes in the image plane respectively. The z axis

coincides with the optical axis of the camera and points away from the image plane. The

image coordinate system is a 2D coordìnate system with the origin at the upper left corner of

the irnage. The process includes two steps: one is the transfonnation between the world

coordinate system and the camera coordinate system, the other one is the transformation

between the camera coordinate system and the image coordinate system. Therefore the

perspective projection matrix p includes two parts: the intrinsic parameters in K and the

extrinsic parameters tÀ I 4.

P = KlRl tl (3.i8)

The intrinsic parameters in K are used to convert between the image plane and the camera

coordinate system.

K=

'f ftan,-\L.t. ' .s..rJ

f0"
s)

00

Lto

v0

1

(3.1e)

Where, / is focal length, ø is the skew angle which adjusts the image aspect ratio, and

(ro,ro ) is the image center which is also called the principal point. (^s-,.t" ) are pixel

dimensions in the x andy directions.

In the camera coordinate system, the unit of the coordinates is metric, but in the image

coordinate system, the unit of the image coordinates is pixels. Therefore conversion factors
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S., and ^9j, are needed to change metric units to pixels. The conversion is illustrated in Figure

3.14.

Figure 3.l4lllustration of pixel dimensions

In this research, a simplified matrix of K is used:

lf, s rinl

"=lo f) "rlL0 0 rl
(3.20)

where l, and f, are the focal lengths measured in width and height of the pixels, s

represents the pixel skew and the ratio f.,: f ,, characterises the aspect ratio of the camera.

Extrinsic parameters are needed to transform an object's coordinates in a world coordinate

system to a camera coordinate system. It includes two parts:

o [ 3D translation vector, l, describing the relative positions of the origins of the two

coordinate system, and

o { 3x3 rotation matrix, R, an orthogonal matrix (n'n=RRr =r ) that aligns the

corresponding axes of the two coordinate system.

The orthogonality relations reduce the number of degrees of freedom ofR to three.

As a result of some types of imperfections in the design and assembly of the lens composing

the cameras, the distortion should be considered. The distortion includes radial distortion and
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tangential distortion. The coordinates in undistorted image plane coordinates (x, y) can be

obtained from the observed image (distorted image) coordinates (*o,yo) by the following

equation (Hartley and Zisserm an, 2004):

x=x¿+(x,¡ -uo)(Krr2 +Krra +...)

y = .v-,r +(y¿ -v,)(Krr2 + Krra +...)

Where K, and Kz are the first and second parameters of the distortion and

[,,,, h,, ,,r l
,'= I hzt lrrr. h¿ lx oÍ x = Hx

l'r', ht, hul

r=(x¿ -uo)2 +(y,, -rn)' (3.22)

3.8 2D Homography

The 2D homography (Hartley and Zisserman,2004) is a projective transformation that maps

points from one plane to another plane. Figure 3.15 illustrates the projective transformation.

The transformation maps a point (x) in a planar surface (X,Y) in the world coordinate system

(O) to one point (x') in an image plane (X', Y').

Figure 3.15 2D homography

A hornography is represented by a 3 x 3 -rnatrix H.

(3.21)
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H introduces a special map between points in the first image and those in the second. For any

point .r in the first image, its corresponding point x' on the second image is uniquely

determined.

3.9 Epipolar geometry

The epipolar geometry (Hartley and Zissennan,2004) exists in a two-camera system that is

shown in Figure 3.16. The figure shows two pinhole calreras. C, and C,. are their projection

center. I, and 1,. are image planes. Each camera identifies a 3D reference frame, the origin

of which coincides with the projection center, and the Z-axis with the optical axis. The 3D

point P is referred as 4 in left camera reference frame and as ^f. in right cameÍa reference

frame. They are thought of as vectors 4 =lX¡,Y¡,T¡lr and p,.=fX,,y,,z,.lr in the camera

reference frames respectively. The vectors pt=l*t,yt,ttlr and p,.=1x,.,!,.,2,.1r refer to the

projections of P onto the left and right image plane respectively. The focal lengths are

denoted by f ,and /. . R is the rotation matrix and ¿ is the translation matrix.

Points e, and e,. are called epipole (Hartley and Zisserman, 2004), and they are the

intersections of the line joining the two camera centers c, and c,.with left and right image

planes. The plane formed with the three points CrPC,.is called the epipolar plane. The lines

p¡e¡ ànd pt.er ate called the epipolar lines. They are formed when the epipolar plane

intersects with image planes. Consider the triplet P, p, and p,. Given p,, P will lie on the

line C,P,. The image of line C,P, in right image is the epipolar line p,.e,., and the line is

through the corresponding point p,. This constraint is called epipolar constraint. It

establishes a mapping between points in the left image and lines in the right irnage and vice
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versa. The search

whole image.

In the epipolar plane

and

P, =R(Pt-t)

From Equations (3.24) and (3.25), the relation of 4

1RrP,.¡rtxP, =Q

for correspondences can be restricted to the epipolar line instead of the

Figure 3.1ó The epipolar geometry

(P,-t)rtxP, =g

Epipolar
line

and P, is obtained:

(3.24)

(3.2s)

(3.26)

(3.27)
Io

t*p, =l t-

L-;,

Therefore Equation 3.26 becomes

- t2

0

I

l;.lo
ol

Epipolar
line

l \
, ".rí
..i...i...i..i.
"i il i

.. i... i., i... i..

''i ir'! i

P,r EP, = g
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[o -t- ¡ II rl
E=Rlt, O -r. 

l

l-r., /Ì o 
]

The matrix E is called the essential matrix E. It establishes a

constraint and the extrinsic parameters of the camera system.

Based on Equation3.2, following equations can be obtained.

p, =!P, and p,.=!r,
Zt'Z,t

Using Equation 3.30 with Equation (3.28), the epipolar line /,.

obtained

with

(3.2e)

link between the epipolar

(3.30)

on the right image can be

l, = Ept (3.31)

Expressing the epipolar constraint algebraically, the following equation needs to be satisfied

in order for p, and p, to be matched:

pÏFpl =o (3.32)

where F is a 3 x 3 matrix called the fundamental matrix (Hartley and Zisserman, 2004). The

following equation also holds:

l, = FPt (3.33)

3.10 3D reconstructions from two 2D images

The methods rnentioned in above sections are for detecting features in images, solving the

correspondence problem and detennining the epipolar geometry. The 3D reconstruction can

be obtained based on the parameters obtained from these rnethods. Given the coordinates of
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the corresponding image points from two 2D images, if both intrinsic and extrinsic

parameters are known then the reconstruction problem can be solved by triangulation.

Figure 3.17 shows the geometry of the triangulation method. pt =Gt,y) and p, =(x,.,v,.) are

two known image points in the image coordinate system of image plane I, and .I,. . The

projective matrix P =.KUl lrl of the system is known. The 3D coordinates of point P is

unknown and can be calculated using these parameters. [x.,{",2,"f is the world coordinate

system. lx¡,y¡,2¡l and fx,,,y,,,,2,,1 are the camera coordinate systems of the left and right

camera. C, and C,. are the optical centers of the left and right cameras.

From Equation (3.17), the following equations can be obtained (Hartley and Zisserman,

2004),

and

Re-arrange the equations,

î,'[ï)[=']liii

ï'[ï]

[r", I [P,,,

l"r, l= I 4,,
L'l 1o,,,

Pnz Pnt

Ptzz Ptzt

Ptsz Pnt

P¡z P¡t
Pr22 Pr23

Pr32 Pr33

(3.34)

(3.3s)

(3.36)

(3.37)

(3.38)

(3.3e)

(Pnt - P,trx,)X,u + (P,,,

(Ptzt - Pzty t) X. + (P,.r,

- Po2x¡)Y* + (Pll: - P¡yx¡)2,, = P¡3ax¡ - P¡1a

- Ptszl t)Y. + (Ptzz - Ptzt! t)Z * = P,qy t - Ptzq

and,

(P,.rr - P¿¡,)X,,+(P¡z

(P,zt - P,tt !,)X. + (P,.r.,

- P,rrx ,)Y, + (P, 
r ¡

- P,tz!,)Y- + (P,zt

- Prrrx,)Z* = P¿4x, - P,ro

- P,zzlr)Z* = Pß+lr - Przq
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(3.40)

(3.41)

(3.42)

(3.43)

(3.44)

I 
P,r, - P,rr*, P¡p - P¡32x¡ P,,, - P¡rrx,l

, _l P,r, - Pnt),t Ptzz - Pnzlt P,n - Ptylt 
I

I 
Pn, - P¡rx, Pn, - P,rrx, Pn, - P,ux, 

I

lP,n - P¡!, P,zz - P,tzl t P,zt - Ptssy,l

[x,I
"=lr- I

lz,, )

f Pn¿xt- Prrol

, -l P,rot, - P,r, 
I

I P,ux, - P^o 
I

lP,roY, - Puo)

of point P can be obtained by,

p = (Mr M)-t Mr B

The relation of M, P and B can be expressed as,

MP=B

where,

The 3D coordinates

Figure 3.17 The geometry of the triangulation method
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Chapter 4

Automatic detection of checkerboard
pattern for camera calibration

This chapter describes a novel method developed in this research for automatic camera

calibration. Experimental results are also presented in this chapter.

4.1Introduction

In this chapter, a novel method is proposed for the feature extracting and matching of the

checkerboard pattem in unconstrained environments. A novel checkerboard pattern, as

shown in Figure 4.1, is designed in this research. Five double-triangle figures are placed at

four corners and the centre of the checkerboard pattern respectively. The feature points of the

pattern are grid corners formed by all black or white squares shown in Figure 4.1. The

double-triangle figures are used to find the location of the checkerboard pattem and feature

points of the pattern by an iterative cross-coffelation method.

As the checkerboard pattern is on a plane, all feature points on the checkerboard pattern are

on the plane. The relationship between all feature points on the pattem and their images is

related by homography H. After coordinates of the four corners are found on the image of the

checkerboard pattem, the coordinates of feature points in the image of the pattern can be

computed using a homograph algorithm. Then these coordinates are sent to a comer finding

algorithm to find a precise location of feature points. The coordinates of feature points can be
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used in the camera calibration algorithm.

conditions, with a complicated background

This method will be tested in different lighting

and in different view orientations.

Figure 4.1 The proposed checkerboard pattern with special designed figures

4.2 P attern-based camera calibration

The pattern-based calibration method is used to calibrate a camera in this research. One of

the popular calibration pattems is the checkerboard pattern (Zhang, 1999\. As shown in

Figure 4.2, the checkerboard pattem defines a world coordinate system. The coordinates of

the corners of the black squares on the checkerboard pattern are known in terms of this

coordinate system. After these comers in the image are extracted, the comespondence

between the 3D points and the 2D image points gives a homography ll mentioned in Chapter

3. The intrinsic and extrinsic parameters of a camera can be calculated by using the

homography 11.

To establish the homography between the checkerboard pattern and its image, it can be

assumed that the checkerboard pattern lies at Z : 0 in the world coordinate system. Then the

projection of a 3D point M on the checkerboard pattern to its image m can be expressed as:
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la / uol
Where: t=lo P ,, lir the intrinsic parameter of a camera, øis scaling factor in x-axes,

[o o L]

p is scaling factor in y -axes, y is the parameter describing the skew of the two image axes

and (uo.vo) is the coordinate pair of the principle point. R = h 12 rr] is the rotation matrix

from the world system to the camera system, and t is translation vector from the world

system to the camera system.

Image
plane

___*

Optical
center

Figure 4.2The coordinate systems defined by a checkerboard pattem

The model plane is located at Z = 0 of the world coordinate system. Therefore, a pattern

point M and its image point m are related by a homograph H:

sm=HM and u=K[r 12 tl

The maximurn likelihood method (Zhang,1999) is used to estimate.ËL As the image points

miate comrpted by noise, a maximum likelihood criterion of ll is obtained by minimizing

the following equation:

ninlllm, -'ù,11'?

(4.2)

(4.3)

where
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with T, is the i't' Íow of 1L The nonlinear minimization can be solved using the Levenberg-

Marquardt algorithm (Hartley and Zisserm an, 2004).

If the homograph is denoted by H :þ, h2 hrlr ,thefollowing can be obtained.

^ r ln,'u1
l'l't,:-l ]'l' hr'M,ln{ u, )

[h,, h2 hr]' = LKlr, 12 tl

Where ).is an arbitrary scalar.

Because rrand r, are ofihonormal, the following two constrains can be obtained:

h,K-'r K-t hr= 0 and htK-r K-\4 = hzK-r K-lhz

[8,, Brz B,r-l

Let B = K-'x-' =l Bn B, Brrl

L',, Bzt ¡r,l

rt = 6K-t ht

rz = 6K-t hz

13=\x12

t = 6K-t ht

(4.4)

(4.s)

(4.6)

(4.7)

If correspondent points can be obtained in at least three images, a unìque solution of B can be

obtained. Once B is estimated, all camera intrinsic parameters can be calculated as follows.

vs : (BeBß - BrBn) l(BrrBr, - B?r)

tr = Br. -lli, * vs(BrrBr, - a,,Arr¡l/ a,
f , =,[ÀtBn

The extemal parameters for each image can also be calculated after the intrinsic parameters

of the camera are obtained. The extrinsic parameters can be calculated by Equation (3.l9).
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where the scalar a = t tllx-t n, 
ll 
: r {lr-'ø, ll

This method requires the camera to observe the checkerboard pattern from at least 3 views to

calculate all intrinsic and extrinsic parameters. Therefore, a set of pattern-image feature

point's pairs has to be accurately provided. The coordinates of the feature points on the

checkerboard pattern are measured directly on the pattern. The corresponding image feature

points should be detected in the image.

4.3 Pattern design

There are three problems that have to be solved for finding and matching the feature points of

a checkerboard pattern in an image. One problem is the shape change of geometric figures in

the image because of the perspective projection, for example, a circle will become an ellipse

after a perspective projection. The second problem is the image noise when pictures are taken

in the real-world. The third problem is that the correlation method is a robust method for

objects recognition in unconstrained environments but it is sensitive to the scaling or rotation

of objects (Gonzalez and Woods,2002; Horner and Gianino, 1984). The checkerboard

pattem is difficult to be found in the image under these three problems. Therefore, in this

research, a special designed double-hiangle figure is placed on the checkerboard pattern to

provide a solution for above-mentioned problems.

Based on the correlation method, the double{riangle figure is designed from experimental

results. Comparing with circle, rectangle and triangle figures, the double-triangle figure has

three features: (1) It can keep maximum contrast in different conditions as its colour is half

black and half white; (2) h can keep the most similarity to perspective projection of the

63



figure after rotating or scaling the figure; and (3) The accurate position of the figure centre in

the image can be obtained using a comer-finding algorithm. Therefore, the double-triangle

figure is suitable to this research.

Figure 4.3 shows the experiments to explain these feafures. The double-triangle template

image is obtained by rotating and scaling the original figure. And then the template image is

used to compute a correlation with the source image. The source image is composed by a

perspective projection of four geometries that include circle, rectangle, double-triangle and

triangle. From the cor¡elation maps shown in Figure 4.3, the maximum correlation values are

al the location of the double{riangle figure. That means double-triangle fìgure can keep

similarity with the perspective projection after rotating and scaling. The position of a double-

triangle figure in an image is the centre location of the double-triangle figure. The positions

of double-triangle figures obtained from the correlation computation may sometimes have

effors because of the noise in the image or shape change after the perspective projection. The

accurate position can be obtained using comer-finding algorithms because the centre of the

double-triangle figure is the intersection of the edges of two triangles.

5û
0 1ú0 2ao

Figure 4.3 Double-triangle figure, ;"-;;,. uio 
"or,'.tution 

map
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4.4 PosÍtion check of double-triangle figures

After the correlation computing, five positions with the maximum value are selected from the

correlation map as the positions of five double-triangle fìgures. A test is performed to check

positions of the five double-triangle figures in the image. Hornography is used to test the

correction of positions of the double-triangle figures. The principle of the homography is

described as follows:

If the coordinate of a point in the checkerboard pattern is known as X o, homography H is

known between the pattern and pattem's image, and the coordinate of a point on pattern's

irnage is obtained as x, , then:

x,,- HX r:0 (4.e)

To use the homography method to check the positions, a coordìnate system is set up on the

checkerboard pattem shown in Figure 4.4. The origin is at top-left corner of the pattern. The

coordinates of positions of all five figures in the pattern are known because the structure of

the pattern is known, i.e., coordinates of points on the pattern are known after a coordinates

system is set up on the pattem. A coordinate system for the pattem's image is set up similarly

as follows: the origin is located at top-left comer of the image, X axis points left and Y axis

directs down. The coordinates of double-triangle figures in the image of the checkerboard

pattern can be obtained using the correlation method. Coordinates of four corner figures

shown in Figure 4.4 are then used to calculate the homography H between the image and

pattern. The coordinate of the middle figure in the pattem and the homography H are used in

Equation (a.9) to calculate coordinates of the middle figure on the image. Using the

calculated coordinate to compare with the coordinate of the middle fìgure obtained by
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correlation method, if they are equal, the positions obtained in the irnage by the correlation

method are correct positions of double-triangle figures.

Corn*r'Figure

$'Ii<Jtlle Figurl

Corner Figure

Cor
Þ

"{

llcr Figilrr

Figure 4.4 Coordinate system of the pattern

4.5 Automatic detection of checkerboard

To find all feature points from an image of the checkerboard pattern, two steps are needed.

First step is to find the checkerboard pattem in the image. The second step is to find all

feature points of the pattem in the image. An iterated method is developed to automatically

find the pattern and all feature points on the pattern's image based on the principle described

in Sections 4.3 and 4.4. Figure 4.5 shows the process of this method. The details of the

processing are described as follows:

Step 1: A picture of the proposed checkerboard pattern is taken. A hlter is used to de-noise

the picture. The colour image is converted into a greyscale image.
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Filter hnage

Find p 
.y¡rr,,." = [-ri ,.yt ]

i = 1......5 Vr'here

Corr > tltresholtl

P.¡ìg,r'u is con'ecÎ?

Camem calibmtion using

Ppattertr and P patteut

Figure 4.5 The block diagram of the feature detection

Step 2: The correlation is calculated between a double-triangle template and the picture of the

checkerboard pattern. The double-triangle template is a small image as shown in Figure 4.ó

with a double-triangle figure on it defined as lr",,,o/or" with size J xK pixels. The image of

the checkerboard pattem is defined as 1ro,,.,, with size M x 1/ pixels, where J < M

andK < ¡/.

Figure 4.6 Example of a template image and template size (20x20 pixels)

The correlation Corr between the ternplate and the image can be calculated by Equation

(4.10).

corr =F-' (Fø Q,o,,""). or" Q,,,,,0,.,"))

6l

(4. r 0)



Where F-' is the inverse Fourier Transform, Fr(l,,,,,."") is the phase-only part of the Fourier

Transform of f ,o,u.,". Fr.Q*^,,n") i. th" complex conjugate of the phase-only part of the

Fourier Transform of 1,",,rtn,".

After the correlation computìng, a correlatìon threshold is used to find the position of all

double-triangle figures. The threshold is set up based on the test and try in computation. If

Corr > threshold at one position of the pattern image then the position is assumed to be the

position of a double-triangle figure in the image.

Step 3: All positions of the five double-triangle figures p.¡ìs,,,"are obtained in step 2. They are

p ¡ìg,u.":lx,,y,l'i = 1....5 , where lx¡,!¡] are coordinates of the positions of the five double-

triangle figures, and i is the number of five double-triangle figures. If there are more or

fewer than five positions found in Step 2 (i+ 5), the template lr",,,prar" will be rotated and

scaled and go back to Step 2.

Step 4: A test is performed to check that p ,u,,." are the correct positions of the fìve double-

triangle figures in the image. The details of the test method have been described in Section

4.4.If the test fails, the template Ir"pu,tn," will be rotated and scaled, then return to Step 2.

Step 5: A homography method is used to find positions of all feature points in the image. The

method is described as below. Firstly, a coordinate system is set up on the pattern as shown

in Figure 4.4. The origin is at the top-left double-triangle figure. The coordinates of all

feature points Ppott",, =lX,Y,}fr in the pattern are known, where lX,Y,Ol is the coordinate of

the feature points on the pattern. The coordinates of positions of all double-triangle figures

P1iu,," =lXi,Yi,0lr i = 1....5 are known, where lXi,Yi,Of are the coordinates of the double-
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triangle fìgures on the pattem, i is the number of five double-triangle figures. Secondly, a

coordinate system for image of the pattern is set up as described in Section 4.4. p.,,r,,,.,hut

been obtained in step 4. Thirdly, P1ig,,,."ànd p1ig,,.,are used to compute the homography H

between the checkerboard pattern and the image of the pattern. then, the coordinates of all

grid corners p po,,u,, are computed using Equation (4.1 1).

P patrern = Hl po,,"ru (4' 1 I )

Finally, p pn,,",.,, are used in a sub-pixel corners finding algorithm to get accurate coordinates

of these feature points. All coordinates of the feature points are used in a calibration program

to cornpute the intrinsic and extrinsic parameters of the camera.

4.6 Experiments

The checkerboard pattern shown in Figure 4.2 is designed on a letter-sized (28*21cm) paper,

and is mounted on a flat panel. The size of black and white blocks in the pattern is 29*29 mm.

The size of the double-triangle figures is 20*20 mm. Three digital cameras (Sony MVC-

FD97, Kodak DC3200 and Sumsung SC-D353) with 640x480 pixels JPEG image format are

used to test that the algorithm is realiable for different cameras. The algorithm is

implemented using MATLAB.

The proposed rnethod is tested in different conditions that include the pattern of different

sizes, with a different background and uneven illumination. Seven test images are selected to

cover these conditions as shown from Figures 4.1 Io 4.71. In the experiments the template is

rotated around Z axis based on a left-hand coordinate system and scaled in searching process

to detect the double-triangle figures in the image. The template sizes and rotating angles used
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to find the double-triangle figures are shown in brackets of the Figures. All feature points of

the pattern found by the detection method are shown in Figures within the rectangles. The

light used in Figure 4.7 is an even light of indoor, size of the template is 1l*11 pixels and

rotating angle is 0. High contrast lights are used in Figures 4.8. A larnp is used in Figure 4.8

to generate a high light on the pattern. There is no background light in Figure 4.8. The size of

the template is 11*11 pixels and rotation angles are 0. The pattern is captured in sun light

with a natural background as shown in Figures 4.9 and 4.10, both template sizes are l5*i5

pixels and rotation angles are 0. In Figure 4.11 the light condition is same as in Figure 4.7,

but the pattern has an angle with the camera. Size of the template is 11*l I pixels and rotating

angle is 12. In Figures 4.12 Kodak digital cameras are used in experiments. Size of the

template is 11*11 pixels and rotating angle is -10. In Figures 4.13 Sumsung digital cameras

are used. Size of the template is 1 1 * 1 1 pixels and rotating angle is 0.

Template after rotating and scaliag
size is 11*11 pixels and aagle is O

Figure 4.7 Even lights of indoor
(the template size 1 1* 1 1, rotate angle:0)
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x
lemplate after rotatiDg aod scaling
size is 11*11 pirets ard ãûgle is O

Figure 4.8 High contrast lighting in the indoor environment
(the ternplate size 1 1 *l 1, rotate angler 0)

t_,+ylv,*_ô.

Template after rotetiûg aad scaling
size is 15*15 pixels and angle is Q

. áJ t"? rrJ ii, I:tJ ;J
'l ir l l..i r l l:i l.;
i¡' *l r,ÉrË!,r':,fi' if
irJ Lrl"'Ë.Yij''gi.'ä
tiitT.æLi.ir"i;j'El
m l+É i{i4i s

Figure 4.9 Sun light with complex background
(the template size 15x15, rotate angle:O)

Teoplete after rotatiqg aûd scalirg
size is15*15 pirels atd aogle is 5

Figure 4.10. Sun light with shade
(the template size 15x15 rotating angle: 5)

2 I¡ A-¡al.re¿ì
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t>xr{
Template after rotating and sealiag

Figure 4.1 1 Pattern in an angle
(the template size 1 1*1 1, rotating angle: 72)

Template after roteting and scaling
size is 11Ù11 oirels and an¿le is -10

Template after rotating and scaling
size is 11*11 pixels and angle is 0

I

l.t{,t

Figure 4.12The picture is taken by Kodak digital camera
(the template size 11x11, rotating angle: -10 )

IV4.

Figure 4.13 The picture is taken by Sumsung camcorder
(the template size 1 1* 1 1, rotating angle: 0 )
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P1ig,,"ànd p..ig,,."are obtained after recognitions of the checkerboard. They are used to

calibrate the camera. Figure 4.14 shows a series of images of the new checkerboard pattern

that had been taken from nine different views.

The tests are compared with a manual method to prove that Pîg,,,"and p ¡ig,,,uobtained by the

double-triangle method are suitable for the camera calibration. In the manual method, the

locations of the checkerboard pattem in the images are selected by the user and then all

feature poìnts are obtained by a corner detecting method. Table 4.1 shows the obtained

intrinsic parameters of the camera using the double-triangle method and manual method.

Table 4.2 shows the obtained extrinsic parameters by the double-triangle method and manual

method. Extrinsic parameters include rotation matrix and translation matrix. In this research,

the rotation vector is used to represent the rotation matrix. The rotation vector and the

rotation matrix are related through the Rodrigues formula (Bouguet, 2002). The experimental

results show that the intrinsic and extrinsic parameters obtained by the double-triangle

rnethod are almost as same as those obtained by the manual method, therefore, the double-

triangle method is a feasible method for the camera calibration.

new checkerboard pattern

13

Figure 4.7 4 Images of the



Table 4.1 Experimental results of the intrinsic parameters of the camera

Table 4.2Expenmental results of the extrinsic parameter for one image

Intrinsic
þarameters

Double-triangle method Manual method

I f ,, -f ,,,1 ll 43.8, 7 45.21 + L6.t, 6.11 1741.3,147 .41+ l7.1, 6.91

lu,,vof 1324 .4, 233 .91 + U .3 , 7 .21 1325.4, 232.91 + [8. 1, 8.5]

.s 0.00 0.00

Extrinsic parameters Doubl e-trianele method Manual method
Rotation vectors -2.2, -2.1, -0.21 -2.5. -2.7. -0.21

Rotation effors [+0.1, +0.1, +0.1 l+0.1. +0.1. +0.1
Translation vectors | -60.s, -64.r.40s.91 | -67.2, -66.4,402.51
Translation errors l+4.4,+4.6.+4.7 lÈ5.1, +5.4,+.4.81
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Chapter 5

A unifTed calibration method for FTP
systems

This chapter presents a novel approach in calibrating an FTP system using only one image.

The introduction of the FTP method and the system parameters obtained from the calibration

process are presented first. The principle of the proposed method, the system hardware and

the process of the FTP-based 3D data acquisition method are then discussed. The

experimental results are also presented.

5.1 Introduction

In research mentioned in the literature review of Chapter 2, a series of images are required

from different locations of the calibration pattern, for the system calibration. The mass data

of the images have to be processed. The calibration procedure is a time-consuming process.

In this chapter, a unified calibration method for the FTP-based 3D data acquisition is

proposed. There is only one image of a specially designed pattern needed to calibrate the

FTP-based 3D data acquisition system. The height calibration and the plane calibration are

unified in one step. Therefore this method suggests a faster and simpler way to calibrate FTP-

based 3D data acquisition systems.
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5.2 The FTP method and 3D coordinates calculation

5.2.1Object's 3D shape and phase

Figure 5.1 A geometry structure of the projection and image system

Figure 5.1 shows the geometry of a projection and imaging system. Points P and E are the

optical centers of the projector and camera respectively. The relationship of phase and height

is obtained based on the paper of Takeda and Mutoh (1983). Thus,

h(x, y¡ = L 1g = LLó(x, y) / (Lþ(x, y) - 277f, d) (s.l)

where L is the distance between the optical center of the calnera and the reference plane; d is

the distance between P and E; f,. is the spatial frequency of the projected fringes in the

reference plane; Lþ(x,y) is the phase information, which contains the surface height

information.

If the phase Lþ(*,y) is obtained then the height information of the surface can be calculated.

FTP is used to compute the phase Aó(*,y).
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5.2.2 FTP methods

When an object is put on the reference plane, the deformed grating image can be expressed

by

' g(x,y) = r(x,y)f U,, exp(i(2nf,ox + ng(x,y)))

when h(x,y) = 0, the grating irnage is written as

g o @, y) = ro (x, l) f ,a,, exp(i (2 m{, 
o 
x + n (/) 0(", y)))

(s.2)

(5.3)

where r(x,y) and rr(x,y) are non-uniform distributions of reflectivity on the surface of the

object and on the reference plane respectively. The A,, are the weighting factors of Fourier

series, f,, i" the fundamental frequency of the observed grating image, e@,y) is the phase

resulting from the object height distribution and go(x,y) is the original phase when

h(x,y) = g .

The 1D Fourier transform of the obserr¡ed image in Equation (5.2) is computed and the

Fourier spectrum of the image is obtained. A series of filters are applied to the Fourier

specttum image. The filtering operations determine the quality of phase information. The

objective of filtering operations is to remove the direct component and all noises around the

fundamental spectrum. These operations can be conceptually separated into three steps:

removing the direct component, removing negative frequency components and removing

noise around the fundamental spectrum in the positive spectrum. Figure 5.2 shows this

process.

77



The inverse Fourier transform is applied to the fundamental component. The image is

transformed back to the spatial domain. The real and imaginary components resulting from

the result are used to calculate the phase information.

An image that only carries the deformed grating information is obtained:

Ê(*, y) = Arr(x, y) exp(i2nf,.ox + þ(x, y))

The same operation is applied to Equation (5.3), then

EoG, y) = A¡ o@, y) exp(i2zf ,.rx + úoG, y))

The phase Aú(*,y) that has relationship with the height distribution is:

(s.4)

(s.s)

AØ(r,y) = Im{loglEG,ÐEo- (n,-y)l} (s.6)

Spectrum before filtering

Negative frequency

_____._ 
\\ Noise

Figure 5.2 Filtering in the Fourier spectrum

Direct component

Power

Spectrum after fìltering
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Figure 5.3 shows the process of a FTP method. The details are described as follows.

'':

3D coordinates calculation

Figure 5.3 The overall stmcture of the FTP algorithm

(1) System calibration accurately determines parameters in the FTP method. The parameters

are geometrical parameters of the systern and internal parameters of digital cameras.

Generally these parameters are difficult to measure directly. A calibration procedure is used

to obtain these parameters for the FTP method.

(2) Using sinusoidal grating projection, a grey scale grating with the intensity varying

sinusoidally across the grating is projected onto the object. An image of a sinusoidal grating

is shown in Figure 5.4.

(3) Two images are required for the image acquisition and pre-processing. One is the

reference-grating image, and the other is deformed grating image. The noises in the acquired

images have to be removed by the pre-processing.

(4) For FTP-based phase calculation, the acquired irnages are computed by One- dimensional

(1D) Fourier transform to obtain Fourier spectra. The spectra are then filtered to obtain the
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fundamental component with a mid-pass fìlter function. The inverse Fourier transform is

applied to the fundamental component to obtain the required phase information.

Figure 5.4 A sinusoidal grating

(5) Since the phase calculated by the FTP method gives principal values ranging from - z to

r . The phase distribution is wrapped into this range and has discontinuities with 2n jumps

when the phase variation is larger than 2r. These discontinuities can be corected by adding

or subtracting 2n according to the phase jump ranging from - n to tr or vice versa. The

procedure of constructing the continuous natural phase is called phase unwrapping.

(6) Based on the phase information, the 3D coordinates of points on the object can be

calculated.

5.2.3 Phase un\ryrapping

Since the phase calculated by FTP methods gives principal values ranging from - n to n ,

the phase distribution is wrapped into this range and has discontinuities with 2n jumps when

the phase variation is larger than2n. These discontinuities can be corrected by adding or

subtracting 2r according to the phase jump ranging from - tr to n or vice versa.

5.2.4 3D coordinates calculation

Based on the phase infonnation, 3D coordinates of the object's surface can be calculated. As

shown in Figure 5.5, the world coordinate system is set thal. X, Y coordinates are on the
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referenceplane and the coordinate centre is in a line with the coordinate centre of the camera

coordinate system. X, Y and Z are parallel with the x, y and z of the camera coordìnate

system. The principal point of the camera is assumed at the centre of the image, the skew

coefficient and distortions are zero. Therefore, the 3D coordinates (X, Y, and Z) of a point on

the object can be calculated as follows:

Z coordinate is the height h(x, y) from the point on the object to the reference plane and it

can be calculated by Equation (5.1). X coordinate can be calculated as follows:

,, U*L
fla

(s.7)

where Uis the coordinate of the point in the image coordinate system,/is the focus length of

the camera, ø is the size of a pixel on image and L is the distance frorn the optical center of

the camera to the reference plane. Y coordinate can be calculated as follows:

Y =v 
* L

' 
.flq

where V is the coordinate of the point in image coordinate system.

(s.8)

Figure 5.5 Coordinate systems for 3D coordinates calculation
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5.3 Image-based parameter measurement methods

Based on the analysis of the FTP method, L, d and f / a should be obtained to calculate 3D

coorclinates of the objects. An image-based rnethod to calculate these parameters is described

in the following parts.

5.3.1 Helper pattern design

Figure 5.6 The helper pattern

The helper pattem is a special designed tool inspired by the research of Bénallal and Meunier

(2002). It is used for a system construction and parameters (L, d and f la) measurement.

The pattern is composed of a box, a stick and two crosses as shown in Figure 5.6. The box is

opened in the front (rectangle KLEF) and at the back (rectangle SWGH). The width, height

and length of the box are known. One cross (line AB and IJ) is attached in front of the box

and another (line CD and MN) is attached at the back. Both crosses are perfectly aligned. The

stick (line AQ) is attached in front of the box and on the horizontal line of the cross (line

AB). The length of the stick is known. In this research the helper pattern is used to calculate

L, d and f la usingimage-based methods.
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5.3.2 Principle of the new method

There are three assumptions used in this method: (1) the pinhole model of a camera is used,

(2) the distortion, zero-skew and unit aspect ratio in the image plane are not considered, and

(3) the image is governed by laws of the projective geometry.

The camera needs to be oriented to the helper pattem so that the two crosses of the pattern

are perfectly aligned together (only one cross can be seen in the image). Because both

crosses are on parallel planes, the center point of the crosses in image planes is the

intersection of optical axis of the caÍrera with the image plane. The image plane is parallel to

both cross planes.

The projector is set at a position so that: (1) the optical axis of the projector crosses with the

optical axis of the camera at center point of cross AB-IJ (O"); (2) the line that passes through

points P and O is parallel to the cross line AB; and (3) the cross ABIJ is on the reference

plane as shown in Figure 5.7.

Figure 5.7 Geometry structures of the camera, the projector and the helper pattern

In Figure 5.7, a and Q' are the projective point of A and Q on the reference plane and q' is the

projective point of Q' on the image plane. According to AOPM - AMO,,Q, ,



LQ'QA - Q'MO" , AOO'a - LOO" A and LOO'q'- OO" Q', the following equations can be

obtained.

where ¡z is the amount of pixels from O'to q'on the image; u is the amount of pixels from O'

to a on the image; cr is the size of a pixel on the image;/ is the focal length of the camera.

Therefore the distance between the optical center of the projector and the camera can be

calculated:

OP _OM
O" Q' MO"

_9A = Q'A
MO" O" Q'

o'q' _ oo'
o"Q' oo"

O'a _ OO'

o"A oo"

o'qt: n* c[

O'a = ux d.

F,=fla

no _ OO"xO" Ax (n - tt) - QAx O" Ax nv' 
aA",

(s.e)

(5.10)

(s.r 1)

(s.12)

(5.13)

(s.14)

(s.1s)

(5.16)

Where AQ is the length of the stick; O"A is a half of the width (AB) of the helper pattern.

In Equation (5.16), if the distance frorn the camera to the reference plane (OO") could be

obtained then OP can be calculated.
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Figure 5.8 shows the geometry structure of the image and the helper pattern. According to

LOab - LOAB and a.Ocd - AOCD, following equations can be obtained.

O'a OO'

o"A oo"

o'd oo'
ottt D oottt

oo,,,_oo"= AD

AOU_ OútD

O'a = Ltx a.

O'd =vx a

OO'=.f

(s.17)

(s.18)

(s.1 e)

(s.20)

(s.21)

(s.22)

(s.23)

where u and v are the amount of pixels of line aO'and dO'on the image. AD is the length of

the helper pattern. AO" is a half of AB and AB is the width of the helper pattern. a, b, c and

d are projective points of A, B, C and D on the image.

'We 
can get:

OO" = (s.24)

and

Fo= f _nxOO" (s.2s\

vx AD

6-õ

Combining OO"

a

with Equation (5.15),

AO"

OP canbe calculated.

85



Helper
Pattem

Image
Plane

Figure 5.8 Geometry structure of the image and the helper pattem
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5.4 An FTP-based 3D dtta acquisition system with the
unified calibration

5.4.1System hardware

The systern layout is shown in Figure 5.9. According to the projection geometry of Figure 5.6,

the optical centers of the projector and the digital camera are located at the same distance L

from the reference plane, and d is the distance between them. A sinusoidal grating is

generated by the computer and is projected on the object and the reference plane by the

projector. It allows users to change the cycle time of the grating for FTP methods at a low

cost. Images of the deformed grating and the object are captured by the digital camera and

saved in the computer. The helper pattem is used for system construction and parameters

measurement.
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Reference
iPlane

t'--

Computer

Digital Camera

Figure 5.9 System hardware and layout

5.4.2 The working process of the system

The overall process of the FTP-based 3D data acquisition is shown in Figure 5.10 and is

described as follows.

(1) The system hardware is set up based on the system structure. Parameters calculation

obtains system parameters. The positions of the digital camera, the helper pattern and the

projector meet the requirements described in Section 5.1. An image with the helper pattem is

taken, the system parameters L, d and f /a canbe calculated.

(2) Sinusoidal grating is generated by Equation (5.26).

I(*,y) = ¿+ B cosl2zrf ,.rx + a,f (s.26)

where I (x, y) is the gray intensity of pixel (x, y) of the sinusoidal grating image; A is the

average intensity of the image background; B is the intensity modulation; f,.o is the

fundamental frequency of the gratingimage; a, is the angle of phase shift.
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System construction

Parameters calculation

Sinusoidal grating generation

Image acquisition

Image pre-processing

Phase calculation

3D data calculation

3D data exporting

Figure 5.10 The overall process of the FTP-based 3D data acquisition

(3) Two images are required based on Equation (5.6). One is the reference-grating image, the

other is deformed grating image. The reference-grating image is the grating image on the

reference plane without an object in front of the reference plane.

(4) Grating image pro-processing is for removing the noise from acquired images. Low-pass

fìlter image processing is used in this procedure.

(5) In phase calculation, images are computed by 1D Fourier Transform to obtain the Fourier

spectra. Then the spectra are filtered to obtain the fundamental component with a mid-pass

filter function. Finally, the inverse Fourier transform is applied to the fundamental

component to obtain g(x,y) and go(x,y), the phase can then be obtained using Equation

(s.6).

(7) Based on the phase information, 3D coordinates of data points on the object are

calculated. The algorithm is described in Section 5.2.
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(8) The 3D data of the object obtained in Step (7) are the point clouds and they are output to

CAD systems to build the 3D model.

5.5 Experiments and discussions

5.5.1 Bxperiments setup

The layout of the FTP-based 3D acquisition system is shown in Figure 5.9. In this

experiment, the projector is an EIKI LC-7000 projector and the resolution of the projector is

1024 x 768 pixels. The digital camera is SONY FDMavica and the image size used is 1024 x

768 pixels. FTP algorithms are developed using MATLAB. The reliability-guided algorithm

is used for the phase unwrapping (Su and Chen, 2004). A prototype of the helper pattern is

built and the dimension of the helper pattern is shown in Figure 5.1 1(a). A holder is used as

an example in the experiment. Figure 5.11 (b) is the original image of the holder.

Figure 5. I 1 (a) The dimensions of the helper pattern; (b) Original image of the holder
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5.4.2 Experimental results

In this experiment, the first step is the system construction with the aid of the helper pattern.

The hardware layout is shown in Figure 5.9. Figure 5.12 is an image of the helper pattern

taken after the system construction. In Figure 5.72, the centre point (O') of the cross in the

image of the helper pattern is the original point of the coordinate system where x:0, y:0. The

distances between O' and a, d, a', q' are measured in the image of the pattern.

Figure 5. 1 2 The image of the helper pattern

Parameters of the system are computed by Equations (5.23), (5.24) and (5.15). The result is

L:851.35mm, d:208.97mm and -f /a :1590.68. Figure 5.i3 (a) is the sinusoidal grating

image of eight pixels per cycle that is generated by the computer and the size is 1024 x768

pixels.

Figure 5.13 (b) shows the picfure of a deformed grating image. The straight grating lines in

Figure 5.13 (a) serve as the reference signal for determining absolute phase values to be

converted into a height distribution. Figure 5.14 shows the recovered shape of the holder.
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(a)
Figure 5.13 (a) Sinusoidal grating image

(b)
(b) Deformed grating and the holder

Figure 5. 1 4 The recovered shape of the holder

Figures 5.15 and 5.1ó show examples of the holder's profile obtained by CMM and the FTP

method. The profile is obtained by cutting the holder along a diameter of the holder.

Figures 5.15 and 5.i6 are drawn using Microsoft excel. In Figure 5.i5, the maximum

distance of top and bottom of the holder is (72.2101-66.3307) :5.8794 mm. In Figure 5.16,

the maximum distance is 6.4 mm. The average error of the distance from the top to the

bottom of the holder is about 8%. But the shape of two profiles is the same.
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Figure 5.15 Profìle of the holder that is measured by Cfvffø
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Figure 5.16 Profile of the holder that is obtained by FTP

5.5.3 Discussions

In Equations (5.23) and (5.24), the length of the pattem is used to compute the distance. Not

only is the center point of the cross used as original points of the coordinate system to

measure pixel distance of the object, but also the center point is used for orientating the

cameÍa. Therefore this method is sensitive to the accuracy of the helper pattern. In Figure

5.1 1, the boundary of the helper pattem on the image is composed of 2 or 3 pixels. An error

of I pixel on the edge detection can generate errors. Therefore this method is sensitive to the
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accuracy of edges or points detection on the image. The alignment of the optical axis requires

some accurate tuning mechanics.

A comparison of the unified calibration method and other calibration methods is shown in

Table 5.1 . The height calibration and the plane calibration are processed in one step. There is

no need to move the helper pattern. The parameters calculation is easy as only similar

triangles method is used.

Table 5.1 A comparison of the unified calibration method and other calibration method.r f\ L:urrrparr5ult ul LIìç ulllllg(] calrDrallon m er callDratlon metnods
No. Unified calibration Other calibration methods (Hu et a|,2003;

Guo et aL,2005;Zhang et a\,2005; Takeda
and Mutoh, 1983)

One image with the helper pattem is
needed. The height calibration and
the plane calibration are processed
using the image.

A series of images with calibration rig are
needed. The height calibration is
completed by pure fringe images and the
plane calibration is processed using images
of the calibration rig.

2. Calibration process is simple. The
helper pattern is at one fixed
position in the calibration procedure.

The calibration rig is moved to different
positions in the calibration procedure. The
position of the rig has to be measured
accurately.

-1. Only similar triangles method is
used to calculate the parameters of
the system. The calculation is
simple.

Least-square algorithm and linear
interpolation algorithm aÍe used to
calculate the parameters. The calculation is
time-consuming.
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Chapter 6

Correlation-based phase unwrapping in
FTP methods

A new phase unwrapping algorithm based on correlation for FTP methods is presented in this

chapter. The overview of the new phase unwrapping algorithm is introduced fìrst. Then the

1D phase unwrapping algorithm and the reliability-guided phase unwrapping algorithm are

discussed. After that a correlation-map function is proposed to calculate the reliability of the

fringe image. The correlation-map function is used as a guide to find the optimized phase

unwrapping path in the correlation-based phase unwrapping algorithrn. The experimental

results are shown at the end of this chapter.

6.1 Introduction

A correlation-based phase unwrapping method is proposed in this research to avoid choosing

the width of the filter window for phase unwrapping in FTP methods. The reliability of the

phase data is calculated by a correlation-map function. It simplifies the procedure of phase

unwrapping for the FTP method. In the method, phase-shifted sinusoidal fringe images are

generated by a computer with phase shift. A deformed fringe image is obtained by the FTP

method. The correlations between the computer-generated fringe images and the deformed

fringe image are calculated by the correlation-map function. The value of the correlation-map

function is higher in areas of smooth surface than that in areas of height discontinuity,

shadow and speckle-like noise. Therefore the correlation-map function is related to fringe



quality. Starting from a pixel with the maximum value of the correlation-map function, the

unwrapping procedure is guided by the value of the correlation-map function from the pixel

with high fringe quality to the pixel with low fringe quality. The error of the phase

unwrapping is limited to local minimum areas.

6.2 lD phase un\ryrapping algorithm

The 1D phase unwrapping algorithm scans the wrapped phase image obtained by FTP

methods from the top to bottom line by line. For each line, the first phase value in the line is

recorded. The phase value of its neighbour is then compared with the value. If the difference

between the two values is greater than n or less than - nlhen2Knis added to the phase

value. K is incremented by I when there is a phase jump. The process of the algorithm is

shown in Figure 6.1. The method treats the noise as a phase wrap and update the remaining

phase values accordingly. The error will be accumulated through the entire unwrapped

distribution and the final result is not accurate.

Figure 6.2 shows a phase distribution with two "spot noise", and Figure 6.3 shows the phase

distribution after phase unwrapping using this method'
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Wrapped phase

Scan line byline y/

Figure 6.1 The process of 1D phase unwrapping algorithm
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Figure 6.2 Aphase distribution with two "spot noise"
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Figure 6.3 The phase distribution after phase unwrapping

6.3 The reliability-guided phase unwrapping algorithm

For the FTP method, the modulation function as a reliability parameter can be calculated by

the following equation:

M(x,y)=lÉ(",y)l=ffi
where eQ,Ð can be obtained by Equation (5.2).

(6.1)

The reliability-guided phase unwrapping algorithm computes the modulation M(x,y) of the

deformed grating image (Li et al, 1997). The phase unwrapping starts from the pixel with

maximum modulation and unwraps the phase along a path from the pixel with a higher

modulation to the pixel with a low modulation. The process of unwrapping is shown in

Figure 6.4. The advantage of this approach is that ìt can always unwrap phase in local

minimum areas therefore the error propagatingof phase unwrapping is avoided.

97



'Wrapped phase

Phase unwrap based on
the modulation map

Figure 6.4The process of reliability-based phase un\À/rapping algorithm

6.4 Analysis of the correlation-based phase unwrapping

method

In image processing, correlation is a standard method of estirnating the degree to which two

series are correlated. If two images are captured, one is the source image go(x,y), the other

is the template image g(x,y). These two images are same size ( MxN). The correlation

between two images is calculated by Equation (3.16) in Chapter 3. For any pixel of

(*,y)inside g(x,y) and go(x,y), two image regions of size sx/ around the pixel are put

into Equation (3.16) to obtain one correlation value of c(x,y) .
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A correlation map is calculated by the correlation method to measure the reliability of the

wrapped phase. The correlation-map function is defined as:

C M (x, y) : | {C onft, o,,,,", I (0)l - C onf 1,o,,,.,", I (0 + n)l)
0=0

(6.2)

Where I,ou,," is the image region of size sx/ around the pixel of Q,y)inside the deformed

fringe image. I(0) is the image region of size sx/ around the pixel of (*,y) inside a

compute generated fünge image. I(0)=losin(rp(x,y)+d). Where 10 is the basis intensity,

e\,y) is phase function which is computed by the period of deformed fringe image. d is the

initial phase. t(e + tr) is \0) with the initial phase plus n Corrfl,o,,,.,",I(0)l and

Corrfl ,o,,,.,",1(0 + zr)l are the correlations of 1,o,,,.,",1(0) and 1,o,,,."",1(0 + n) .

The initial
phase is r 12

Figure 6.5 The source image and four computer-generated fünge images

The procedure of calculating the correlation map is as follows:

1) Generate four fringe images by a computer as shown in Figure 6.5. The initial phase of the

four images are 0, r , n /2 and 3r /2 .

The deformed
fringe image
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2) Compute the correlation of the source image and four images for every pixel from top left

to bottom right of the source image.

3) Obtain four correlation maps of four images as, Corrll,o,,,.,",I(0)1 , Corrll,ou,,",I(nl2)l ,

Corrfl ,o,,,."",1(z)] and Corrfl ,ou,r",I(3tr l2)l .

4) Compute the final correlation map by Equation (6.2).

The effect of the correlation-map function is in Figures 6.6 and 6.7 with the results of

computer simulation.

The sinusoidal fünges are generated by Equation (6.3) in the computer simulation.

I (x, y) = A + B sinl2rs,.rx + a,l (6.3)

fringe image; A is the

modulation; I.o is the

where l(x, y) is the gray intensity of pixel (x,

average intensity of the image background;

v)

B

of the sinusoidal

is the intensity

fundamental frequency of the fünge image; a, is the angle of initial phase.

Figure 6.6 shows that the value of the correlation-map function is decreasing along with

increasing of the intensity of the image background from left to right. Then the random noise

is added to the sinusoidal fringes. Figure 6.7 shows the relationship of the correlation-map

function with the intensity modulation and the intensity of the image background in the

environment of random noise. The correlation-rnap function is lower when the intensity of

the background is higher and intensity modulation is lower.

The correlation-map function is proportional to intensity modulation. In the areas of local

shadow and abrupt discontinuities, the intensity of image background is higher and the

intensity modulation is lower. The value of the correlation-map function in the areas of local

shadow and abrupt discontinuities is lower than the value in the other areas. Therefore, the
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correlation-map function can be used to identifu the areas of local shadow and physical

discontinuities on the object's surface.
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Figure 6.6 The relationship of the correlation-map function with the intensity of the

image background
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6.5 The proposed algorithm for the correlation- based

phase unwrapping method

A flow chart of the proposed algorithm for the correlation-based phase unwrapping is

presented in Figure 6.8. A data queue and a binary mask are built in the algorithm. The

binary mask is used to identify the wrapped and unwrapped points. All unwrapped pixels are

placed in the data queue in order by the value of the correlation-map function. The detailed

steps of the algorithm are as follows:

1) Compute the wrapped phase by the FTP method, and compute the correlation map by

Equation (ó.2). The size of the correlation map is the same as the matrix of the wrapped

phase.

2) Find the maximum value from the comelation map, the corresponding pixel in the matrix

of the wrapped phase is the starting point of phase unwrapping. Then, the corresponding

point in the binary is marked as 1. It means that the point has been wrapped. All initial values

in the binary mask are set to 0, representing that the corresponding phase is not unwrapped.

The process of this step is shown in Figure 6.9.

3) Put four neighbour points of the starting point into the data queue, and order them

according the value of the correlation-map function from the highest to the lowest. The pixel

with the maximum value is put at the top of the queue.

4) Pick the pixel with the maximum value from the top of the queue and process its phase

unwrapping on the basis of the starting point. If the difference between this point and the

starting point is more than n; the natural phase of this point equals to its wrapped phase

subtracting 2n . If the difference is less than -n ; the nafural phase equals to its wrapped
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phase adding 2r . After the phase unwrapping is done for the point, the corresponding point

in the binary mask is marked as 1.

Check the queue

Figure 6.8 The proposed algorithm of the correlation based phase

unwrapping rnethod

Correlation map Wrapped phase Data queue Binarymask

Figure 6.9 The process of the phase unwrapping

Unwrap the point
on the top of the

queue

Compute wrapped phase,

Correlation map

Setup a data queue and a

Find the pixel u'ith the highest
correlation value as the start

point

Put four neighbor points into
queue and sort the queue based

the correlation value

Unwrap the point on the
top of the queue
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5) Put its four neighbour points which have not been unwrapped into the queue, and order

them from highest to lowest. Remove the point with the maximum value from the queue, and

repeat Step 4).

6) Repeat Steps 4) and 5) until the queue is empty, which Íreans that all the points have been

unwrapped, phase unwrapping is fìnished.

6.6 The experiments

A plastic kettle is measured in the experirnent. The testing system layout is shown in Figure

6.10. The optical centers of the projector and the digital camera have the same distance L

from the reference plane, and d is the distance between them. A sinusoidal fünge is generated

by the computer. It is projected on the object and the reference plane by a projector. Images

of the deformed fringe and the object are captured by the digital camera and saved in the

computer. In the experiment, the projector used is an EIKI LC-7000 projector and the

resolution of the projector is 1024 x768 pixels. The digital carìera is SONY FDMavica and

the resolution of the camera is 1024 x 7 68 pixels.

The deformed fringe pattem is displayed in Figure 6.1 1. Four fringe images generated by the

computer are shown in Figure 6.12.The initial phase of the images are 0, n, nt2and 3ntz.

Figure 6.13 shows the wrapped phase obtained after the phase calculation by the FTP method.

The modulation map and the correlation map are shown in Figure 6.14. The dark areas in the

images are the lowest modulation or corelation area. In both images, the dark areas are at

positions of shadow areas or sparkle areas in the deformed fringe image as shown in Figure

6.11. Therefore, the phase reliability can be recognized from the correlation value. The

higher value of the correlation-map function means the higher fringe quality.

r04



The frinse^'.- ^"""'--> -\
Ínage( 

-=-t-/L_J

compurert-l
/ 

-\
/-\

The deformed
fringe image

iLt;
,l:

-,I
l¡

Reference i
plan . :'

tt'

Figure 6.10 The layout of the experimental systern

Figure ó.11 The deformed fringe pattern on the kettle
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Figure 6.72 Computer generated fringe images

Figure 6.13 The wrapped phase obtained by FTP method

(a) The modulation map (b) The correlation map

Figure 6.14 The modulation map and the correlation map for phase unwrapping
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Figure 6.15 show the result obtained by using the 1D phase unwrapping algorithm. Because

the errors propagating can't be avoided, many effors are happened. The 3D shape of the

kettle can't be constructed correctly by this method.
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Figure 6.15 The result obtained by using the I D phase unwrapping algorithm

The reconstructed 3D models of the kettle obtained by the rnodulation method and the

correlation-based method are compared with the 3D rnodel obtained by a 3D laser scanner.

The dimensions of the kettle is 230 mm x 180 mm x 160 mm (length x width x height).

The comparison of the modulation method with the laser scanner is shown in Figure 6.16.

Figure 6.17 is the comparison of the correlation-based method with the laser scanner. Figure

6.18 shows the comparison result of the modulation method with the laser scanner, but the

3D model of the kettle is obtained by the modulation method with a wider filtering window.

The errors are shown in different gray-scales. The error in the area O is 2 mm, in the area @

o.

Ë
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is 1 mm and in the area @ is 3 - 5 mm. The area @ includes the mouth and the handle of the

kettle. The error is 1 - 9 mm. The whole kettle is properly obtained except big errors in the

area @.

The area @ is the bottom of the kettle in Figure 6.18. It cannot be reconstructed correctly as

a wider filter window is used in the modulation method, the higher-order spectrums and the

zero spectrums overlap the fundamental spectrums. The path of the phase unwrapping goes

through an unreliable area and transfers the effors in the area @, the phase in the area cannot

be unwrapped correctly.

Comparing with the modulation, the correlation-rnap function can be used as a parameter to

indicate the reliability of the fringe image without choosing the width of the filter window in

FTP method. It simplifies the procedure of phase unwrapping for the FTP rnethod.
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Figure 6.17 The comparison result obtained by the rnodulation method

Figure 6.18 The comparison result obtained by the modulation method with a wider

window
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Chapter 7

The image-based 3D ice detection
system

An application of the image-based 3D data acquisition methods is presented in this chapter.

This research proposes a novel method to monitor ice accretions on power transmission lines

with an image-based 3D detection technique. The introduction of the irnage-based 3D ice

detection system is presented first. The principle of the proposed method and the

development of the ice detection support system are then discussed. The experiments on the

3D ice detection algorithm, tested in a laboratory and application in a real environment are

presented at the end of this chapter.

7.I lntroduction

The image-based 3D ice detection system aims to monitor the ice accumulation on power

transmission lines. The system can detect the ice shape and measure the ice thickness

continuously when the ice grows on power transmission lines. If the ice thickness is greater

than a defined threshold an alarm message will be sent to users. When the alarm is received,

a decision can be made based on ice images in order to remove ice on power transmission

lines. The research in the literature review all focuses on the general solution of feature

detection and feature matching in image processing. None of them has been used to monitor

the ice accumulation in real environments. In this research, the proposed method will

combine the existing methods in a practical way to provide a useful solution to find the
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coffesponding points in two ice images. Detecting and matching points in two ice images is

very difficult. As the ice is transparency or semi-transparency it is easy to be affected by

background noise. The noise may decrease the gradient to deteriorate the performance of

feature detection. The smooth surface of the ice also increases the difficulty in finding the

corresponding points on the ice images. But the ice thickness calculation will only need the

3D information of the top and bottom edges of the ice, not all of the surface. The interested

corresponding points will only be located on the ice edge. These points will be used to

calculate the maximum ice thickness along a power transmission line. The proposed method

uses two ice images of the same power transmission line that are taken by two cameras to

calculate ice thickness. The rotation, translation and intrinsic parameters of two cameras are

obtained by a calibration process. The thicknesses of the ice can be obtained after the ice on

the power transmission lines is identified. A multi-scan edge detection method is applied for

the ice detection. After ice detection, peak points on the ice edges can be obtained. Epipolar

line and correlation methods are used to find the corresponding points of these peak points in

the two images. The 3D coordinates of these points can then be calculated using the

corresponding points. The ice thickness is the distance between two peak points of edges.

The accurate ice thickness can be obtained as the influence from vibration of transmission

lines is eliminated by 3D ice information.

Figure 7.1 shows a framework of the proposed system. The system includes three parts:

1) The image capture hardware: two digital cameras are used in this system. The processing

computer can trigger these two cameras to take ice images at the same time. The captured

images are uploaded automatically to the processing computer through USB (Universal

Serial Bus) hardware interface.
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2) The processing computer: the ice images arc analyzed using image processing methods

and the ice thickness can be calculated in this computer. The alarm message and ice

information can be sent to the base station using wireless network technology.

3) The base station: the alann message is automatically accepted through wireless network

and is displayed to users. It has functions to download present status images and data for a

further analysis. This allows users to make the right decision for removing ice on the power

transmission lines.

R\W
Base station

Figure 7.1The framework of the proposed 3D ice detection system

This research focuses on the software development. Based on the framework of the system,

the software includes two parts: one is ice detection software and the other is system support

software.

The objectives of the ice detection software are:

o Connecting with digital cameras to download images for processing.

Processing computer

Camera 2

Power lines
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Automatically transferring images from JPEG

format to BMP (Bitmap) format and vice versa

storage, retrieval and the data transfer.

Detecting ice accumulation on power lines. The

the thickness of ice will be calculated.

(Joint Photographic Experts Group)

to meet the need of image processing,

iced power lines will be detected and

¡ Saving ice thickness data and ice profìle for further analysis.

The objectives of the system support software are:

o Server software for sending commands from users' office to the ice detection

software. Users can check current status of the ice detection system and history data

without leaving their office.

. Client software for communicating with the seryer software. The client software

receives commands from the seryer software and executes the commands for

checking ice status or history data.

7.2 The 3D ice detection method

The photogrametry method is used to measure the ice thickness. In photogrammetry method,

the 3D coordinates of an object point are calculated by using corresponding points in two

images. Therefore the most irnportant step in this method is the point matching algorithm

which finds the same physical point in two ice images. As the surface of the ice is smooth

without special features to be used for rnatching points in the ice images, the feature-based

and area-based points-matching method are combined in this research to provide a solution

for the corresponding points in two ice images.

113



The feature information in the ice images, epipolar geometry and the top and bottom edges

of ice, are used to find the search area for a coffesponding point. The correlation method is

used to find the precise position of the corresponding point. A work flow of the point

rnatching is shown in Figure 7.2. The epipolar line is computed after a point is given by

users. The search area is composed by a group of points around the intersection of epipolar

lines and edges. The cross-correlation method is used to calculate the similarity score

(Gonzalez and Woods,2002).ln the search area, if the similarity score at one point is greater

than a defined threshold then the point is the matching point. An example is shown in Figure

I .5.

Figure 7.2The workflow of points matching
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Edges ofice

Figure 7.3 Feature-based and area-based points matching method

Figure 7.4 shows a flow chart of the algorithm of the 3D ice detection system. The major

steps involved in the process of the algorithrn are system calibration, image data acquisition

and ice thickness calculation.

Figure 7.4 Flow chart of the algorithm of 3D ice thickness acquisition

One peak point
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In the system calibration, the camera calibration and epipolar geometry calculation are

performed. Since the novel calibration technique has been discussed in Chapter 4, the details

about the camera calibration will not be described in this section. Two types of parameters

associated with cameras will be determined in camera calibration including intrinsic

parameters and extrinsic parameters. The camera projection matrix is obtained as follows:

r=xlnr _ n',1 (7.1)

Epipolar geometry is determined by estimating the fundamental matrix which describes the

projective transfotmation between the points contained in images. One of the main problems

associated with this approach is the fact that the fundamental matrix is very sensitive to

effors of the point location. In this research the problem is solved by using two checkerboard

pattems. The use of the checkerboard pattem provides accurate locations of corresponding

points in two images because all corresponding points are corners of black and white squares

on checkerboard pattern and can be easily extracted in both images. A 8-points algorithm is

used to calculate fundamental matrix (Hartley and Zissennan,2004). The epipolar line l' can

be calculated after the fundamental matrix is obtained.

l':Fx

Where F is the fundamental matrix and x

used in points matching.

(1.2)

is a point on an image. The epipolar lines will be

In the image data acquisition, top and bottom edges of the ice on power transmission lines

are extracted from 2D images. A multi-scan method is implemented in this research and the

multiple image-scanning are included in the method. Each image-scanning includes 3 steps:

image smoothing, edge detection and edge connection (Gonzalez and Woods, 2002). The

iteration numbers of an image-scanning are determined by experiments. After the image-
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scanning, top and bottom edges of ice on transmission lines are obtained by searching the

two longest lines in the images. The intersections of a vertical line with the top and bottom

edges are called peak points. Four pairs of peak points are selected as the distances between

the top and the bottom edges are the fìrst four maximum. A pair of peak points is shown in

Figure 7.5.

Figure 7.5 Peak points on an ice image

In the ice thickness calculation, the point matching algorithrn is used to find the

comesponding points of the peak points. The 3D coordinates of matching points are

computed based on the triangulation algorithm (Hartley and Zisserman,2004). After points

matching, the following equations can be obtained:

x: PX
x':P'X (7.3)

Wherex and x'are the correspondent points in two ice images obtained in point matching

algorithm. Pand P' are projectionmatrix of two cameras. X represents the 3D coordinates

of a point on outline of the ice edge. Ptr is the rows of P and P' . The system of linear

equations is as follows:
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(1.4)

The 3D coordinates of peak points X can be obtained.by Equation Q.a$. Therefore, the ice

thickness can be obtained frorn the distance between two peak points on the widest outline of

the ice edge detected.

7.3 Development of the ice detection support system

To support the 3D ice detection method working in real environments, a support system is

developed. As shown in Figure 7.6, clientlserver architecture on wireless networks is used in

the system. The system consists of a server program, a client program and the ice detection

program. The functions of the ice detection program are to analyze a captured ice irnage to

obtain the ice thickness. The core part of the ice detection system has been discussed in

Section 7 .2. The functions of the server program are to send commands to the client program

to check the current status of ice accumulation and the history data. The server is in users'

office for the users to collect ice information without leaving their office. The functions of

the client program are to receive commands from the server and return ice information to the

server.
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Figure 7.6 System structure

The ice detection support system developed is implemented using Visual C++. The

component diagram of the system is shown in Figure 7 .7 . There are five components in the

system. The server program, the client program and the ice detection program have been

introduced. The functions of the wireless network threads are to create network connections

and communicate through them. The wireless network threads constitute separate

computational process that can run in parallel with the server and the client program. The

advantage of this method is that the wireless network threads could be blocked for waiting

for incoming messages, but the server and the client program are still able to continue

performing user's command. The communication among components is the fundamental

problem to solve for implementing the system.

To exchange the information between the server and client, a protocol is required to send

commands and data over the wireless network. The protocol is designed based on the

functions in the server program and the client program. When the server or the client

program receives a protocol command, the prograrns will start a function based on the

command. The functions in the server program are listed in Table 7.1. The functions in the

client program are listed in Table 7 .2. The network protocols are listed in Tables 7 .3 and 7 .4.
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Figure 7.1 The component diagram of the ice detection system

Table 7.1The functions in the server

Tabl 7.zTh functi the h

ne server program
No. Function name Description

I Retrieve Temp Retrieve temperature data from the client proqram
2 Retrieve IceData Retrieve ice data from the client program
J Retrieve Picture Retrieve an ice picture from the client program
4 Reset Mode I Set operation mode 1 to the line feature program.

5 Reset Mode 2 Set operation mode 2 to the line feature program.
6 Capture Picture Request the client program to take a picture.
J Client Status Check whether the client program has connected with the

wireless network.

ç t. ç Olls tll tlte gllen m
No. Function name Description

I Send Alarm Send an alarm message to the server when the ice thickness is
greater than the alarm threshold.

2 Send Temp Send temperature data to the server program.

-1 Send lceData Send ice data to the server program.
4 Send Picture Send an ice picture to the server program.
5 Take Picture Take an ice picture and send the picture to the server program.
6 Hello Check whether the server program has connected with the

wireless network.
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netwo ln server sl

No. Protocols Descriptions

1 CMD RTemp date Retrieve the temperature data by the date.
2 CMD Rice date Retrieve the ice data by the date.
J CMD RPic date Retrieve an ice picture by the date. The ice picture is the

latest picture in client.
4 CMD Capture Pic Request the client program to take a picture
5 Hello Client Check the status of the client program

Table 7.3 The rk

Table 7.4-lh etwork ocol clie en rn cllen e

No. Protocols Descriptions

I CMD Client Alarm Send an alarm message to the server Drosram
2 CMD_Pi c_Taken_fi I ename j p g Send the filename of an ice picture to the server

program when the picture is requested.
J No Existing If the requested temperature data, ice data or ice

picture doesn't exist then send this command
4 OK_message If the requested temperature data, ice data or ice

picture exist then send this command. The
message is the leneth of the requested file

5 Hello Server Check the status of the setver program

ide

sid

The communication between two programs in same computer is called inter-process

communication. The client program and the ice detection program are two separated

programs in client side. Two functions are needed in the client program: one is "starting and

ending the ice detection program from the client program" and the other is "sending and

receiving messages between the client program and the ice detection program". The server

program and the wireless network thread are two separated programs in server side. The

function of sending message from the wireless network thread to the server program is

needed in the server program. To solve these problems, the inter-process communication

technique is used. The solutions are discussed as follows.

(l) Starting and ending a program
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The CreateProcess0 function is used to start the ice detection program from the client

program. In short, CreateProcess0 takes a filename for an executable fìle that will be run in

the new process. The details of the CreateProcess0 function can be obtained in Visual c*+

reference books or at online help of MSDN. Following is an example using the function to

start the ice detection program.

BOOL bWorked,'

STARTUPfNFO sulnfo;

PROCESS-INFORMATION procf nfo;

/ / set the path of the l-ine feature program

CStrj-ng m_Process : "C: \\iceV2\\Debug\\Line Feature.exe";

char*vip:"aa";

memset (&suInfo, 0, sizeof (sulnfo) ) ;

sufnfo.cb : sizeof(sulnfo) ;

bVùorked : : :CreateProcess(m Process,

viP, / / can al-so be NULL

NULL, NU],L, FALSE/ NORMAL_PRTORITY-CLASS, NULL/

NULL/ &suInfo, &procTnfo) ;

/ / keep the process id in. memory

m dProcessPid : proclnfo.dwProcessld;

If CreateProcess0 succeeds, the ice detection program

function. The details of the function can be obtained on

can be ended by the CloseHandle0

MSDN online help. Following is an

example to end the ice detection program.

/ /The m_dProcessPid is kept in memory when starting the program

HANDLE ps : OpenProcess ( SYNCHRONIZE I PROCESS TERMfNATE,
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FALSE, M

EnumVrli ndows ( EnumlrlindowCa 11Ba c k,

Cl-oseHandl-e (ps ) ;

m

dProcessPid) ;

dProcessPid)

The EnumWindows0 function enumerates all widows using the EnumWindowsProc callback

function. It will return the handle of a process that matches the value of m_dProcessPid. The

handle is used by the CloseHandleQ function to close the process.

(2) Sending and receiving messages

The WM_COPYDATA message is used to send and receive data between the client program

and the ice detection program. One program sends a WM_COPYDATA message to pass the

data to another program named SendMessage0 function. The WM_COPYDATA message

can be processed by OnCopyData0 function of CWind class. Following is an example to

send WM_COPYDATA message.

COPYDATASTRUCT cds;

cds.cbData : count;

cds.dwData : 0;

cds.lpData : &msg;

: : SendMessage (hInlndRecv, VùM_COPYDATA, (I/TPARAM) m hWnd, (LPARAM)

ccds);

(3) Sending message from

A custom message is used

is defined as follows:

the wireless network thread to the server or the client program

to send message to the seryer or the client program. The message

#define MY WM ServerCommRec (WM APP + 10

123



The wireless network thread sends the message to pass a command to the server or

program. The message is handled by OnMyWMServerCommRecQ function of the

the client program. Following is a code example to send the message.

the client

server or

SendMessa Main, MY WM ServerCommRec, n, 0

The third parameter of the SendMessageQ function is the command that the thread sends

the server or the client program. It is an integer number. Table 7.5 lists the commands.

Table 7.5 List of commands
Command Descriptions

(.7))
The requested file doesn't exist

..2)) The alarm command is sent
a(a ))

-l A new picture has been taken.
(.4))

The client is connected with network
..5)) The requested data file or picture is ready for download
10" The progress bar is triggered to start

"11', The progress bar moves one step forward
72" The progress bas is triggered to end

7.4 Experiments

The experiments for the image-based 3D ice detection system include two parts: (1) Testing

the 3D ice detection method in laboratory, (2) Testing the ice detection support system in real

environments. The integration of the 3D ice detection method and the support system is the

next step of system development. The 3D ice detection method is implernented using

MATLABTM and Visual Cl*, which consists of four modules: the camera calibration, edges

of ice detection, points matching based on the epipolar geometry, and 3D coordinates

calculation. The advantage of separating the algorithm into different modules is that it makes

it possible to exchange the algorithm for each module at a later stage. The algorithm can be

improved by developing a new algorithm for each module without having to redefine whole

to
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algorithm. The client side of the ice detection system includes a digital camera and a laptop

computer that are installed on a pole cross-arrn. The server side is a desktop computer which

is installed in a base station.

7.4.1Experiments for the 3D ice detection method

Experiments were carried out with images taken by digital cameras. The input image size is

640'4480 pixels. The diameter of the transmission line is 16 mm. A planar checkerboard with

double-triangle pattern is used for camera calibration.

Figure 7.8 shows the experimental results of the camera calibration. The proposed camera

calibration method is used in the camera calibration. Figure 7.9 shows the experimental

results of the ice edge detection. The edges of ice are successfully detected by a multi-scan

method. Three image-scanning images are shown in the Figure. Figure 7.10 shows the

experimental results of the points-matching. One epipolar line and two matched points are

shown in the pictures. Eight peak points on ice edges are marked by numbers. Number 4 is

used as the example. The peak point is rnarked by a dot in left image. The epipolar line of the

given point in right image is shown in a black line. The edges of ice are shown in gray lines.

The search area for the given point in right image is constrained by the epipolar line and ice

edges. The black rectangle in right image is the search area. The matched point is marked by

a dot. With the help of the epipolar lines and ice edges the matched points are found on the

smooth surface of ice. The experimental results of the 3D coordinate calculation are shown in

Figure 7.1 1 . Eight matched points are shown in the figure. The comparison of calculated ice

thicknesses with measured values is shown in Table 7.6. Four results are selected from all

experimental results and shown in the table.
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Figure 7.8 The camera calibration

Figure 7.9 Multiple scan to detect ice edges
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Figure 7.10 Epipolar lines in two images

Figure 7.11 The 3D coordinates calculation of peak points on edges of the ice

The experimental results show that the obtained ice thicknesses are not accurate. But the

comespondent points are successfully detected using this method in the experiment.

Therefore the experiment provides a strong indication that the method is feasible.
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Table 7.6 Experimental results of ice thickness calculation

Ice thickness Experimental results
(mm)

Measured value (mm)

I 8.5 4.9
2 6.2 5.4
3 4.3 4.0
4 3.5 3.1

Average 5.6 4.4

7 .4.2Ice detection support system in real environments

Figure 7.12 shows that the ice detection system that has been installed in areal environment.

The distance between the pole and the base station is about 500 meters. The system has

continuously worked since Dec. 2006 without any problems. Thousands of ice images have

been taken. Four ice images are selected and shown in Figures 13 -16. Figures 13 and 15 are

hoarfrost on the power transmission line at daytime. Figures 74 and 16 are ice on the power

transmission line at night. Ice edges are successfully detected for both hoarfrost and ice. The

experimental results prove that the ice detection support system can support the 3D ice

detection method to work in real environments.

Figure 7.12 System installation (Dec 16,2006)
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Figure 7.13 Hoarfrost on the power transmission line at daytime (Feb 10, 2007)

Figure 7 .14 Hoarfrost on the power transmission line at night (Feb 10, 2007)
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Figure 7.15lce on the power transmission line at daytime (Jan20,2001)

Figure 7.76 lce on the power transmission line at night (J an 20, 2007)
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Chapter I

A VR-based datil retrieval system

The second application of the image-based 3D data acquisition methods is presented in this

chapter. A VR-based data retrieval system for product design and manufacturing is proposed.

The framework of the systern and the key technologies in the framework implementation are

presented first. The principles of the VR-based user interface design and construction are

then discussed. An irnage-based 3D data acquisition system is developed to aid in building

the 3D user interface. An example is presented at the end of this chapter.

8.1 The framework of the VR-based data retrieval system

The methods discussed in the literature review (Chapter 2) have their disadvantages in user

interface building and represent layers. Firstly, a separated 3D world has to be built for

connecting with the database to retrieve product infonnation. Secondly, these methods use

cubes or cones to represent the schemain a database: therefore they are not convenient to use

in order to understand the structure of a product and the relationship of components in the

product. Nowadays Virtual Reality has been applied in the whole design and manufacturing

process. It provides users a virtual design and manufacturing environment. Users can design

3D models of a product, simulate the manufacturing process and analyze the product

function, therefore the 3D product model can be directly used as 3D user interface and the

3D model can help users to understand the structure and relationship of a product to search

product data quickly. Therefore the objectives of the VR-based data retrieval system are to
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help users to search for information on a product and its development easily and to make

collaboration effective in a concurrent engineering (CE) environment. In the system shown in

Figure 8.1, users in a CE group are linked with a data retrieval system that has three major

components: a VR-based user interface, an integrated product database and a Web and

database server set. The data retrieval systern uses VR as a user interface where the user can:

1) Easily find and obtain information related to a product developrnent process;

2) Understand the information of whole product; and,

3) Search product information using the touch sensor in a virtual environment.
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Figure 8.1 The framework of the VR-based data retrieval system

The Web technology is adopted in a database server set as a tool for collaborating in CE.

Each user in different locations connected by a network can access the same product

information of an integrated product database. The integrated product database runs on the

database server set. It then gathers data from different systems including PDM (Product Data

Management) or MRPII (Manufacturing Resource Planning) and provides this data to the

VR-based data retrieval system. The integrated product database also enables users to find

dynarnic information from a design change, solutions of problems in manufacturing process,

or varying customer demands.
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8.2 Key technologies in the framework implementation

An integrated product database and the VR-based user interface are two key technologies to

impl ement the framework.

8.2.1 An integrated product database

The VR-based data retrieval system supports information of the product design, process

planning, rnanufacturing and customers' feedback. It is important to have the necessary and

adequate product infonnation in the VR-based data retrieval system. An integrated product

database gathers information from other existing product data systems, such as PDM, MRP II

etc. The design and irnplernentation of the integrated product database are described as

follows.

(1) Use of UML (Unified Modeling Language) in the integrated product database

UML is an industrial standard for the object-oriented analysis and software development

(Rurnbaugh et al, 1999; Roques, 2004). Literature shows that UML is an excellent model

language in developing the information system (Eynard et a\,2004; Costa et a\,2007). UML

models a system through the system development life cycle, starting from the system

description to the complete software system. A product design and manufacturing process is

a complex system and it includes static and dynamic activities. A UML model can describe

all aspect of a product development. Therefore UML is a good tool for developing the

integrated product datab ase.

UML consists of nine types of diagrams. They are class diagram, object diagram, state chart

diagram, activity diagram, sequence diagram, collaboration diagram, use case diagram,

component diagram and deployment diagram. In this research only activity diagram and class

diagram are used in a product design and manufacturing system. An activity diagram
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describes activities and actions occurring in a product design and manufacturing system. A

class diagram uses classes to describe types of objects in a system, and relationships for static

relationships among the objects in the integrated product database.

(2) The system structure of the integrated product database

The proposed system structure of the integrated product database is shown in Figure 8.2. The

diagram illustrates two key components: dynamic query server and product database. The

dynamic query server is a server program. The server can load dynamic product data from

other PDM or MRP II systems and store them in the product database. The product database

stores product data and provides the data to the VR-based user interface.

lntegrated Product Database PDM Server MRPII Server

Figure 8.2 System structure of the integrated product database

To load dynamic product data from other systems, the dynarnic query server collects product

data based on a schedule. For example, it collects product data at 10 o'clock every night from

a PDM or MRP II system. All product data that have been updated will be updated in the

product database. Therefore the product database will be kept updated. This ensures users

can get the latest product information. This step cannot be done in real-time because of the

time-consuming product data format conversion. The details of product data format

conversion are explained as follows.

Dynamic Query
Server
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As above-mentioned, product data are generated from various applications and these data

cannot be displayed directly in current VR systems. Therefore the format of product data has

to be converted for the VR display. Product data can be divided into three types: 3D models,

2D drawings, and different types of text documents. Product data format conversion is based

on these three types of data. 3D models include 3D product models generated by 3D CAD

software, 3D analysis results and 3D simulation models. All these 3D models have to be

converted into standard product data exchange fonnats, such as, VRML (Virtual Reality

Model Language) or IGES (lnitial Graphics Exchange Specification). These files can be

imported into VR systems. 2D drawings are engineering drawings generated by CAD

software systems. If a VR system cannot display 2D drawings then the 2D drawings have to

be converted into 2D images. Different types of documents include the product specification

and experiment results. Most of text documents can be displayed directly in VR systems. If

documents have special style, such as embedded tables or pictures, they have to be converted

into 2D images by using conversion software.

(3) Design of the integrated product database using UML

The product design and manufacturing process is a complex process. The related information

comes from sales, design engineers, managers and manufacturing engineers through the

process. For a large amount of product data, it is important to identify the necessary and

adequate product data for the integrated product database. There are two steps required to

develop an integrated product database. The fìrst one is the product design and

manufacturing process analysis. A model that describes the whole product design and

manufacturing process has to be obtained. The model shows all design and manufacturing

entities in the process, and the relationships of the entities in the process. The other is the
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product data structure analysis. A model is needed to describe the data structure of the

integrated product database. The model shows all product dafa types, attributes, value

constraints for data attributes, and the relationships of product data. The integrated product

database can then be developed based on the model.

8.3 VR-based user interface

The VR-based user interface provides a visually rich environment for the product data

search.

(1) VR construction methods

Building VR models has always been a difficult task. There are three methods to build 3D

models for VR systems: using CAD packages, using 3D scanners, or 3D modeling from 2D

images. Methods 2 and 3 are suitable to the model created from an existing environment. In a

product design and manufacturing process without the existing product, 3D models are

nonnally generated using CAD systems. Figure 8.3 shows the VR construction from different

data.

The data from 2D drawings can be modeled using different CAD systems, for examples,

Pro/Engineer or AutoCAD, and models are then converted into standard product data

exchange formats to export into a VR system. The output data of the Fourier Transform

Profilometry (FTP) method are cloud points. The data have to be converted into the solid

model in CAD systems. Then the model is assembled in the VR system. The output data of

the photogrammetry method is the coordinates of feature points. The solid model can be built

in CAD systems using the coordinates. In addition to the scaling problem that can be avoided
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using the same unit in CAD systems for VR models, differences of coordinate systems of the

3D models can be solved by using position information in assembly models.

Figure 8.3 The VR construction fiom different data

(2) Development of the VR-based user interface

An immersive VR system is used in this research. The structure of the VR-based user

interface is shown in Figure 8.4. It consists of a VR-based user interface and four inputs. 3D

CAD models are generated from CAD systems for 3D views of a product in the VR-based

user interface. Query requirement is used for users to send "query command" to search

product infonnation through the VR-based user interface. As there is no computer keyboard

or mouse available in the immersive VR system, a virtual user-based method is used in this

research. The virtual user is a 3D model to represent a real user in VR. The "query

command" is attached to 3D models in the VR system. Collision detection nodes are attached

to the virtual user and 3D models. When the virtual user touches a 3D model in the VR

system, the collision happens. The collision detection node gets the "qu"ry command" and
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sends it to the database server set. The system can simulate a product assembly, disassembly,

or a production process.

^ 
Query . collision 

';;;i, 
;ri;;,

Command Detedion 'control'

Figure 8.4 The structure of the VR-based user interface

8.4 Image-based 3D data acquisition system

8.4.1 Overview of the image-based 3D data acquisition system

The image-based 3D data acquisition system is to generate 3D models using 2D images.

Because the FTP method is only suitable for small and medium size objects with freeform

surfaces because the shape variation of the no-freeform surface is greater than the phase

distribution of the fringes and the photogrametry method is suitable for a wide range of

objects and scenes, the integration of two methods is a feasible approach to 3D data

acquisition for different sizes and types ofobjects. Therefore the 3D data acquisition system

proposed in this research has three modules of the photogrammetry method, the FTP method

and data output as shown in Figure 8.5. The photogrammetry method includes three

components: Camera calibration, position calculation and feature point calculation. The FTP
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method includes three components: system calibration, phase calculation and cloud point

calculation. Each component in the system is described as follows:

Camera calibration: The intrinsic parameters of the camera are obtained in this component.

The details of camera calibration are described in Chapter 4.

Position calculation: The extrinsic parameters of the camera are obtained in this component.

Feature point calculation: The feature points are selected by users. The users click the left

button of a mouse in two images of one feature point to obtain the image coordinates of the

point. The 3D coordinates of feature points are calculated using the triangulation method.

System calibration: The system parameters of the FTP method are obtained in this

component.

Phase calculation: The phase information is obtained using FTP method. Phase unwrapping

is involved in this component.

Cloud point calculation: The 3D coordinates of object points are calculated using phase

information and the system information.

The output data module exports the 3D information to CAD software.
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Figure 8.5 The strucfure of the image-based 3D data acquisition system

8.4.2 System interface

The user interfaces of the image-based 3D data acquisition system are shown in Figures 8.6

and 8.7. As shown in Figure 8.6, six user interfaces are implemented for 3D data acquisition

using the photogrammetry method. The main user interface displays a list of two methods,

and allows users to run the photogrammetry method or the FTP method. The images of the

calibration patterns are loaded in the user interface of camera calibration to calibrate the

càmera. Pose calculation and feature points calculation are performed by loading two images

of an object into the program and marking corresponding points in two images. Tools for

loading images, marking points, and storing system parameters are provided by the toolbar.

3D points are displayed in the user interface of output.
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Main
á__

Camera calibration

Feature point calculation

Figure 8.6 User interfaces for photogrammetry method

As shown in Figure 8.7, five user interfaces are implemented for 3D data acquisition using

the FTP method. The image and parameters of the helper pattern are inputted in the user

interface of system calibration to calibrate the FTP system. The reference grating image and

the deformed grating image are loaded in the user interface of phase calculation to obtain the

phase information. The 3D coordinate calculation is performed by using the phase

information and the system parameters in the user interface of cloud point calculation. 3D

data are exported to CAD software in the user interface of output.
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Figure 8.7 User interfaces for FTP method

8.5 An example and discussion

An example is used to evaluate the proposed framework of the data retrieval system. The

example is developed using the EON Reality system (Eon 2003), JAVA and Access

database. In the implementation, the integrated product database is composed of Access

database and JAVA program. When this application runs in the Eon software, it shows the

VR scene in EonX plug-in. Users can view a 3D product model in a HMD (Head mounted

display) and move their virtual hand in VR and give commands to VR using the data-glove.

When users use their virtual hand to touch a virtual part and send a "search" command, the

appiication will search the Access database and retum results to the VR scene. The searched

results are displayed in the VR scene.

.,".',/,-Z\ phase calculation
lJ <-=z

Cloud point calculation
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8.5.1 The integrated product database

A general product design and manufacturing process is shown in Figure 8.8. The structure of

the integrated product database is obtained through analyzing a general product design and

manufacturing process. Figure 8.9 is the class diagram of the integrated product database.

There are 11 classes in the diagram. They are product, drawing, machine, order, tools,

maintenance, suppliers, storage, quality, schedule and operation. The class "product"

includes the product itself and assembly, sub-assembly or parts of the product. The function

of all class is listed in Table 8. 1 .

Figure 8.8 A general product design and manufacturing process

143

Customer

/ product in stock

Project manager Manufacturing Engineer

/ Bought in item



t Tools-_-l
fToollD I

l-ToolName I

f Descrip tionl
FPnce I

LNumber I

"\¡d5

fõperat''on I
l-Operation lDl

l-Authors I
l-Dâte I --
l-Descr¡pt¡on | '""'

l- Mainntenance_l
l-M aintenancelD I

l-M aintenanceNamel
l-o"t" I

f Descriprion I

foperator I

-----------lir" -

Figure 8.9 Class diagram of product data deposit

Tab e 8.1 Function of'class in the model o uct data It
clás¡,: ,,Funó-{iol

Product Information about product or components of the product

Drawing View the 2D drawing of a product or components of the product

Machine Information about machines required when manufacture apart.

Order Order information about a product or components of the product

Tools Information about tools required when manufacture a component of
the product

Suppliers lnformation about suppliers when buy a component of the product

CNC View CNC programs for a component of the product

Operation View the sequence of operations for a component of the product

Quality Requirement of quality for a component of the product

Schedule Manufacturing schedule of a component of the product

Storage Storage information of a component of the product
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8.5.2 The VR system

EonX Plug-in and Eon Immersive are used for 3D product model displaying and

communicating with the VR. They are products of EON Reality Inc. The EON Immersive

system is a PC-based system. It consists of stereo capable HMD and data gloves..The EonX

Plug-in is an ActiveX objects for viewing an EON model without having EON installed. It

allows distribution of VR applications on the network and it supports data gloves and HMD.

By using this system, a user can navigate and control the VR system simply by hand and

head movements. The system is shown in Figure 8.10. The 3D model of the VR system is

displayed in the HMD. There are three motion sensors in the system, one is on the HMD and

two are on the data gloves. When users move their head or hands, the sensors can transfer the

motion information to Eon Immersive software. The Eon Immersive software controls the 3D

model based on scriptprogram of the system. The details of the 3D model construction and

script program will be discussed in the following part.

A JAVA applet located on the same Web page as the EonX plug-in is used to communicate

with the integrated product database. EonX plug-in first gets the command from the data

gloves and sends user's command to JAVA Applet, then the JAVA Applet sends a request to

the database server set. A JAVA-based program runs on the database server set to search the

Figure 8.10 HMD and Data-gloves
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integrated product database and sends back searched information to the EonX plug-in. A

JAVA program is developed in this system to transfer data from other relational databases to

the Access Database. The program reads data from those databases and saves the data into

Access Database. This technology can be used to transfer data from PDM or MRPII to the

integrated product database and it enables the dynamic information integration. This structure

is shown in Figure 8.1 1.

Figure 8.11 System structure of getting data from product data deposit

8.5.3 The VR-based user interface

The VR-based user interface is built using EON Studio and Pro/E. It consists of three parts:

the static displayed 3D product model, scripts for user interaction and an immersive virtual

environment. The static model is formed in Pro/E and saved as "SLP render" file. The "SLP

render" file can be exported directly into Eon Studio. There are three parts in the static

model. One is the 3D product model, and another is a virnral hand in the VR. The virtr¡al

hand represents the virrr¡al user in this system. The third part is a virhral room to display the

product. Nodes and scripts can be added based on requirements of the application in EON

Studio, for example, a pinch glove node is added to receive commands from the data glove.

Some in-event and out-event nodes are added in the model to communicate with JAVA

Applet. In this model, collision detections are added to each model of parts to detect user's

virlual hand touch with the product model. If the hand touches the part, the collision node
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will send the "component ID" to a script node to tell the system which part is touched. After

the model is created, it can be published to V/eb browsers using "create Web distribution" in

EON studio.

The core part of the system is the immersive virtual environment. Three techniques are used

in the EON software to implement the immersive virfual environment. These three

techniques aÍe an interface with data gloves and HMD, a virtual user, and a virtual user

control.

The interface with data glove and HMD in the EON software uses the 3SPACE FASTRAK@

tracker system as a tool to detect 3D positions of the data gloves and HMD. The EON

software provides Peripherals node, FastrakManger node, TrackSystemReceiver node,

PinchGove node and Gesture node as the interface of the hardware. Figure 8.12 shows the

use of these nodes to connect HMD and the data gloves in the system. A FastrackManager

node is placed under a Peripherals node, and three TrackerSystemReceiver nodes

(TrackerSystemReceiver_R_Hand, TrackerSystemReceiver_L_Hand and Head) are placed

under the FastrackManger node. Three TrackerSystemReceiver nodes are used to connect

with HMD and the data gloves for left hand and right hand. The PinchGlove node and all

Gesture nodes (Rl Grab, R2 Walk, R4 Gesture, etc.) are used to identify gestures of the data

gloves. The virfual user is used to send "query command", it is represented by a body node.

The body node is composed of a head and two hands as shown in Figure 8.13. Users can

view the virtual environment through the head node and can navigate and manipulate the

virtual environment by two hands. The virtual user control operates 3D positions of HMD

and the data gloves using the 3SPACE FASTRAK@ tracker system. The virlual user

navigates the virtual world based on inputs. Figure 8.14 shows its implementation in the
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EON software. IJsers' positions can be received by the notes of

TrackerSystemReceiver_R_Hand, TrackerSystemReceiver _L_Hand and Head. The

positions are sent to Script nodes. The HeadAdjust script node adjusts the position of the

head node so that users can see different scenes of the virtual environment when they turn

around their head. The ScriptRHandPostAdjust and ScriptlHandPostAdjust adjust positions

of two virtual hands in the virfual environment for users to grab objects and manipulate

virrual objects. The Navigation_script_left and Navigation_script_left nodes adjust positions

of whole body of the virtual user for users to "walk" in the virtual environment.
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Figure 8.12 Interface of EON software with VR Hardware
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Figure 8.13 The structure of the virtual user

Figure S.l4Implementation of virtual user control

8.5.5 The system user interface

The system user interface is embedded in the Intemet Explorer as shown in Figure 8.i5.

Users retrieve product data from the database Server. The user wears HMD and data gloves.

There are virtual hands in the VR scene. Users can move their hands to control the virnral

hands and move the head to change views in the scene. The sequence of data searching is

operated as follows: the user moves the virtual hands to touch apart in the 3D product model,

a collision detection is used to find the part that the user has touched, and the related part
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number of the product. Then the user moves virh¡al hands to system menu to choose an

action. The system menu shows a list of the product information, the details is shown in

Table 8.1. After the user pinches the thurnb and index finger of right hand to send a "search"

command, the part number and the request of the product information are sent to the database

server. A SQL (Structured Query Language) is created based on the part number and the

category of the product information. Then the product information is searched in the

integrated product database based on the SQL and is sent back to the user interface. The

product information is displayed in a message board at the middle-top of the user interface. A

2D drawing is displayed in the VR-based user interface as shown in Figure 8.16. In this

system, there is no need to type in the part number, and therefore users do not have to

memorize the menu to search the product information. The 3D product rnodel in the system

shows the hierarchy structure of a product. It provides users an overview of the product and

helps users to understand the structure of the product to find the specific part information of

the product.

Figure 8.15 The system user interface
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This data retrieval system provides an effective support for CE in the search of product

information. The VR-based data retrieval system implemented in this research has following

advantages:

1) It provides an overview of the product structure and relationships of the product data.

2) The product data in the scene can be edited and selected.

3) Different needs from various users can be satisfied, and the system is easy to operate.

8.5.6 CMM machine modeling

The 3D model of a CMM machine is built using the proposed 3D data acquisition system.

Figure 8.17 is a flow chart of the modeling process.

The first step is the camera calibration. The checkerboard pattem with the double-triangle

was used to calibrate the camera. The second step is the image capturing. Two images of the

CMM machine were taken from two directions. The third step is the dimension measurement

for 3D modeling. The length, width and height of components of the machine were

calculated using the photogrammetry method. The final step is the 3D model construction.

The 3D model was constructed using the Solidworks modeling system based on the
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Figure 8.17 The flow chart of building a 3D model of the CMM machine

Figure 8.18 The images for camera calibration

Figure 8.19 shows the CMM machine. There are 9 components that are constructed by the

photgrammetry method. They are numbered from 1 to 9 as shown in Figure 8.19.

Calibrating the camera

Capturing images of the CMM machine

Finding corresponding points to measure the parts

Constructing the 3D model of the CMM machine
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Figure 8.19 The image of the CMM machine

Figure 8.20 shows two images used to measure the dimensions of components 1 and 2. The

mark "o" in left image and the mark "E" in right image are the correspondent pixels for the

dimension calculation.

Figure 8.20 Two images for measuring parts I and2
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Figure 8.2i Two images for measuring widths and heights of parts 3 to 9

Figure 8.22 shows two images used to measure the lengths of parts 3, 4 5, 6,7, 8 and 9. The

mark "o" in left image and the mark "¡" in right image are the correspondent pixels for the

dimension calculation.
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Figure 8.22 Two images for measuring widths of parts 3 to 9

Figure 8.23 is the 3D model of the CMM machine. The dimensions of each part are listed in

the Table 8.2. The measuring values were measured by a ruler. The calculation values were
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measured by the photogrammetry method. The accuracy of the length of parts 4, 7, 8 and 9,

the width of parts 3, 5 and 9, and the height of parts 3,4,6 andT are greater than 1o/o.The

reason is that there are smooth surfaces on those parts. The smooth surfaces consist of the

chamfer or fillet faces, it is diffìcult.to fìnd the corresponding points on these surfaces as

there are not clear identifying points. The FTP rnethod is not used in this model construction

because the detailed surface is not required to model the CMM machine.

Figure 8.23 The 3D model of the CMM machine

Table 8.2 The dimensions of the CMM machine

Part

Dimensions (mm)

Measuring values Calculation values Accuracy (%)

Length width Height Length width Height Length width Height

I 816.5 638.5 765.5 822.9 637.8 765.1 0.78 0.11 0.0s
2 920.5 s93.7 133.5 924.9 594.8 132.9 0.47 0.19 0.45
J 1007.8 106.2 28.8 1004.3 104.6 27.3 0.34 1.5 5.21
4 398.5 102.8 55.5 380.5 102.5 54.3 4.52 0.29 2.16
5 102.5 64.9 389.9 102.2 64.3 3 93.5 0.29 0.92 0.92
6 148.5 76.5 312.5 149.9 74.6 3 19.3 0.94 2.48 2.17
l 171.5 715.5 87.s 188.5 719.9 86.3 6.20 0.61 1.37
8 74.5 285.5 79.s 76.1 286.8 80.1 2.9s 0.46 0.75
9 57.5 114.5 586.5 55.7 116.r 591.3 3.10 t.40 0.83
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Chapter 9

Conclusions and Future Research

This chapter summarizes the described research, and provides proposals for improvements

and future work.

9.1 Summary

The work presented in this dissertation deals with the development of image-based 3D data

acquisition methods from an engineering perspective. Simplifying the operation procedure

and reducing the interactive operations between operators and computers are the purpose of

this research. The work consists of developing new methods and using these rnethods in

engineering applications.

These new methods and applications are summanzed as follows:

To reduce the interactive operations for camera calibration, an automatic recognition method

of the checkerboard pattern for camera calibration was developed in this dissertation. First a

double-triangle figure was designed and added in a common checkerboard pattem. And then

an iterative algorithm was developed to find the checkerboard pattern in an image, in which a

homography method was used to test the correction of found positions of double-triangle

figures. The automatic recognition method could be used in camera calibration to

automatically extract feature points from 2D images of the checkerboard pattern. And the

interactive operations between operators and computers were reduced. Good results were

also obtained in uneven illumination or complicated backgrounds.
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To simplify the procedure of FTP methods, a unifìed calibration method in FTP-based 3D

data acquisition was developed first. Only one image was needed to calculate all parameters

of the acquisition system of FTP methods. There were no moving objects in the calibration

process. The procedure of system calibration was simplifìed and the processing time was

reduced. Experimental examples show the method was feasible for 3D data acquisition.

Second, a correlation-based phase unwrapping algorithm was developed. The core of the

rnethod is the correlation-map function, which is proportional to the intensity modulation of a

fringe image. The process for selecting the size of a filter window was skipped because the

correlation-rnap function was selected as a parameter to identify the reliability of the phase

data for phase unwrapping. The experiments show that an optimal path of phase unwrapping

could be obtained by this method.

To apply the developed methods in engineering applications, an effectìve method for the

image-based 3D detection of ice accretions on power transmission lines was first developed.

The corresponding points on a transparent and smooth ice surface for 3D ice thickness

calculation were successfully detected by combining the existing techniques to form a

feasible and practical algorithm. The ice detection support system had been installed and

tested in a real environment to support this method. Therefore the reliability of the system

had been proven through tests in the real environment. Second, a VR-based data retrieval

system was proposed in this research. It was a user-friendly data search system that allowed

users on a team to get product information quickly. Because it provides an overview of the

structure and relationships of the product data, the information needed is easily selected and

edited. An image-based 3D data acquisition system was developed to aid 3D modeling for

virfr:al environments.
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9.2 Future research

The current status of the proposed methods and applications in this dissertation are not the

endpoint. Several possibilities exist to further enhance the methods and applications.

The first task is to enhance the method of automatic camera calibration. This is a Twofold

task. On the one hand, the computing speed of the method should be improved. The method

of correlation calculation should be replaced by a faster algorithm to increase the calculation

speed if it is possible. On the other hand, the accuracy of the method can certainly be

improved. An accurate corner finding method should be developed to obtain more accurate

coordinates of the feature points.

The second task is to increase the accuracy of the unified-calibration method and the

correlation-based phase unwrapping method for the FTP system. Further research will be as

follows to improve the system accuracy. (1) The automatic method will be used in the

unified-calibration method to detect the helper pattern. The accuracy of the method is limited

on the pixel level. By using image processing methods to detect the helper pattern and the

coordinates of all key points, sub-pixel accurate solutions could be obtained. (2) One of the

limitations of the correlation-based phase unwrapping method is that only four computer-

generated gratings and the fixed initial phase are used. Dealing with more computer-

generated gratings and different initial phases to obtain an optimal value could be a very

interesting area of further research.

The third task is to integrate and evaluate the image-based 3D ice detection method in real-

environtnents and improve the method. In the current system, hoarfrost detection is still an

unsolved problem. A false alarm will be sent out when the thickness of the hoarfrost is

greater than the alarm threshold. Therefore it still requires that the operator makes a decision
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to detect ice on the power lines by checking the ice image. A knowledge-based ice image

database should be built to solve the following two problems. (1) After the ice detection

system is installed in real environments, a huge amount of ice images and ice data are

obtained. These imagery data are stored in an image database. It is necessary to use these

data Í.o detect hoarfrost to decrease the numbers of false alarms. (2) The operators need a lot

of experience to distinguish ice or hoarfrost. The experience will be lost when an operator

retires or leaves the company. The knowledge-based ice image database aims to understand

the content of ice images and to store operators' knowledge. The prime function of the

database is to detect the hoarfrost. The advanced function of the database can predict the ice

accumulation on power lines.

Another task of further research is to extend the irnage-based 3D data acquisition system.

Current research focuses on the area of camera calibration. Potential future work in this

system lies in the development of feature matching and data registration from the engineering

perspective and the integration of the 3D data from different 3D data acquisition methods. It

is possible to improve the 3D data acquisition system to automatically find the corresponding

points in two images. Sub-pixel accurate solutions should be considered. The current system

does not include a module of data registration and therefore cannot build the whole 3D model

of an object from multiple images. This is an open area for future research. Since 3D data is

generated by different methods in this research, such as the photogrammetry method and the

FTP method, integrating these data to build 3D models for virtr¡al environments will also be

an aÍea for future research.
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