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ABSTRACT

The purpose of this study was to identify variables
which were significant predictors of achievement in Computer
Science 205, an eleventh grade course taught in Manitoba'ls
high schools. The value of the study lay in its establishing
a base of knowledge which would be of use to teachers,
counsellors, and administrators in their attempts to help
students decide whether they should or should not enroll
in Computer Science 205.

The study investigated three subtests of the
Differential Aptitude Tests, the Otis-Lennon Mental Abilities
Test, the Grade Ten Average, and the Mathematics 100 Score
as predictors of achievement in Computer Science 205. The
sample consisted of 91 students from three Winnipeg high
schools. The analysis involved stepwise regression at the
.05 level of significance.

Of the variables investigated, only the Mathematics
100 Score was found to be a significant predictor of the
criterion. This variable accounted for about 23 per cent

of the variance in the Computer Science scores.
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Chapter 1
INTRODUGTION

Computer science has come of age as an academic
subject at the high school level only within the last ten to
fifteen years. This new discipline differs from other
subjects in that few high school administrators, counsellors,
or teachers are trained in it or are familiar with the
unique demands which it makes of a student.

The problem undertakén in this study was to establish
criteria for predicting student achievement in computer
science at the grade eleven level. An underlying objective
was to develop a base of knowledge about such criteria
which would assist administrators, guidance counsellors,
and teachers in their efforts to channel students into or
out of computer science courses in high school.

Specifically, this study was designed to determine
whether there exist criteria locally and readily available,
which could be used to predict student achievement in grade
eleven computer science. The statistical technique used
was forward stepwise regression. In this analysis technique
a regression equation was generated which contained only
the significant independent variables. The success of the
study hinged upon identification of one or more of these
significant independent variables.

1



The significance of the study

High school computer science is a very recent
curriculum innovation in Manitoba. Most guidance counsellors,
teachers, and school administrators were not trained in
computer science and hence probably have not been fully sen-
sitive to the unique demands which this discipline makes of
a student. Similarly, these decision-makers in our school
system at the time of the study did not know which of the
available criteria were significant predictors of student
achievement in computer science. As an illustration, the
writer was aware that some Winnipeg high schools would
admit any grade ten major stream student to the eleventh
grade computer science course while other high schools
demanded achievement at the A or B level in the university
entrance courses. This controversy was not a local
phenomenon. Caroline Beckner reported:

One dedicated high school business teacher, Morris

Miller of Martin Van Buren High School, New York City,
views data processing as a social need. He is con-
ducting an experiment. Until recently, only the ultra-
bright math students had been permitted to study unit-
record, programming and computer concepts in this high
school. But Mr. Miller is convinced that an average
student with only basic math can learn the concepts as
easily as the superior math student. He is working with
such a class now and declares that any average ability
student who 1s interested in learning data processing
can do so. His approach coincides with actual practice
in the business world, where it is typical for more

than half of the data processing department to be made
up of former average students.

Lcaroline Beckner,"Who Should Study Data Processing?,"
Business Education World, XLVIIT (April, 1968), 10-11.




The study can therefore be justified in two ways:

1) it should provide information to educators useful to them

in counselling and streaming students; 2) it should enable

students to make a better decision on their own if the results

of the study are interpreted for them by skilled counsellors.

Definitions

Some terms were used again and again in this study.

Recurring terms are defined below.

1.

Computer Science. In this study "Computer

Science™ will refer to the eleventh grade course
designated as Computer Science 205 by the
Curriculum Branch of Manitobat's Department of
Youth and Education. Any noncapitalized reference
will refer to the overall discipline of computer
science.

Achievement. This term will refer to the

numerical percentage grade assigned to a student
who has completed a specific high school course.
Depending on the context, the term may also
refer to a student's average performance in a
specific course.

Predictor Variables. This term will refer to the

independent variables which were investigated in
this study.

Criterion. This term will refer to the dependent
variable (Computer Science achievement) investi-

gated in this study.



Assumptions

It was assumed that a student!s achievement as
defined in a course or grade was in fact a valid measure of
his level of performance in comparison to the performance
of members of his peer group. It was further assumed that
the population from which the sample was taken was similar
to and representative of the population in other Winnipeg
high schools. It was assumed finally that the schools
sampled were similar to other Winnipeg high schools with

regard to practices involving grading procedures.

Limitations

The study had three obvious limitations which must
be pointed out.

The predictors used constituted a limitation. They
were chosen because they represented statistics readily
avallable in a modern high school with adequate testing
procedures and could therefore be of real value to counsel= .
lors and teachers who wished to use the results of this
study. Many other predictors could have been added but they
would not have been useful in the above mentioned sense.

A second limitation lay in the sampling procedure.
The statistics were drawn from only three of about twenty-
five high schools which offered Computer Science. One must
therefore be cautious in extrapolating the results of this

study to other high schools not included in the study.



Finally, the predictors used in this study were in
no way capable of taking into account the many complex
factors such as health, personality, motivation, home life,

etc. which are important contributors to academic achievement.



Chapter 2

THE REVIEW OF THE LITERATURE

In this study the writer made use of various mental
measurements as predictors. It seemed appropriate therefore
to review briefly the historical development of mental tests.
This was followed by an extensive review of the many complex
variables which influence academic achievement. Finally the
writer undertook an intensive review of the literature rel-

event to prediction in the field of computer science.

An Historical Overview of Mental Measurements

The origins of modern day testing date back to the
nineteenth century. Not much progress can be reported prior
to the work done by Alfred Binet, who probably ranks as the
foremost genius in psychological measurement. His intelligence
scale, published in 1911, incorporated three features:

1) the use of age standards;

2) the kinds of mental functions brought into play;

3) the concept of general intelligence.

Lewis M. Terman, The Measurement of Intelligence
(Cambridge: The Riverside Press, 1916), pp. L40-42.




The intelligence quotient of a child could be expressed by
the simple formula

Mental Age
IQ = X 100

Chronological Age

and this device was employed for the first time in 1916 by
Terman2 in his revision of Binet's test. Terman's adaption
and revision of Binet'!s scale appeared as the Stanford-Binet
intelligence test. It was defective at both extremes of the
age spectrum, the sampling was inadequate, and some items
were unsatisfactory due to low validity and scoring diffi-
culties. Also, the instructions for administration and
scoring of the test were lacking in precision. No alternative
form of the test existed for use in retesting. Nevertheless
it was a milestgne in the measurement of intelligence because
it incorporated Binet's concepts of age standards, mental
functions, énd general intelligence in a test suilted to the

American scene.

Terman and Merril, in 1937, completed a ten year

revision of the Stanford-Binet test. It retained the concepts
of age standards and intelligence as a trait which develops
with age. The test was a distinct improvement over the 1916

version in that many of the problems of sampling, extremes,

2Lewis M. Terman and Maud A. Merril, Stanford-Binet
Intelligence Scale (Boston: The Riverside Press, 1960), p. 6.




validity, etc., had been solved to a large extent.3

The Stanford studies of intelligence have continued
up to the present time and have set a standard of excellence
in mental measurements.

Arthur S. Otis, under the direction of Lewis M. Terman,
began the development of large group intelligence tests before
World War I. When war broke out the test materials were
placed at the army's disposal for adaption to the problem of
selecting soldiers for various army roles. The test became
known as the Army Alpha test. This use of the Army Alpha
popularized the testing movement and after the war was
finished many tests were developed, among them the Dearborn,
Haggerty, Miller, National, Otis, Pressey, Terman and
Thorndike ’t:ests.LP The significance of the Army Alpha test
was that for the first time, a measuring device was belng
used in an important noneducational setting. After the war
such test instruments came into widespread use in American
industry to assist in the selection of clerical and pro-
duction personnel.

Despite the fact that the global type of tests

3Francis N. Maxfield in The 1938 Mental Measurements

Yearbook ed. by Oscar Krisen Byros (New Brunswick: Rutgers
University Press, 1938), p. ll%.

4G. M. Ruch and George D. Stoddard, Tests and
Measurements in High School Instruction {Chicago: World
Book Company, 1927), p. 3.

5James D. Linden and Kathryn W. Linden, Tests on Trial
(Boston: Houghton Mifflin Company, 1968), p. 16.
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developed by Binet and Otis continue to be of value up to the
present day, rumblings of dissent began early in this century.
Among others, Edward L. Thorndike, L. L. Thurstone and J. P.
Guilford argued to varyilng degrees the existence of many
different kinds of intelligence. Guilford, for example, has
speculated that as many as one hundred and twenty specific
abilities may exist.6 For this reason much work has been
done developing tests which assess specific traits such as
verbal, numerical, abstract, spatial and mechanical abilities.
Tests which assess attitudes and emotions have also been
developed.

Buros classified tests which were in print at the
time (1961) into fifteen different categories. His
classification as set forth in Table 1 is of interest
because it illustrates in quantitative terms the amount of
interest shown by researchers in various areas of mental
measurements.7Personality and character tests were the most
important classification in that 306 tests fell into this
category. Vocational tests and general intelligence tests
were next in importance with 287 and 238 tests in each
category respectively. Tests to measure specific aptitudes
were relatively fewer in number, and only 20 multi-aptitude

batteries had been developed.

6Ibid.

Oscar Krisen Buros, ed., Tests in Print (Highland
Park, N. J. : The Gryphon Press, 1961), p. xvii.




Table 1

In Print Tests By Major Classifications

10

Classification Number of tests Percentage of total
Personality

and Character 306 1h.l
Vocations 287 13.5
Intelligence 238 11.2
Miscellaneous 233 11.0
Mathematics 198 9.3
English 192 2.0
Reading 159 7.5
Social Studies 113 5.3
Science 106 5.0
Foreign Languages 92 L.3
Sensory-Motor 55 2.6
Business Education 53 2.5
Achievement

Batteries L5 2.1
Fine Arts 29 1.4
Mylti-Aptitude

Batteries 20 0.9
Total 2126 100.0
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Reading Buros' Mental Measurements Yearbooks gives
one a clear impression of how much research has gone into
the development of mental tests. These tests appear to
encompass intellective, personality and sociological

variables.

Review of Independent Variables

The writer surveyed extensiVely the entire range of
variables which have been considered as determinants of
academic performance, in order to provide a conceptual
framework for his own research. The variables fall into
three broad categories: intellective, personality, and
soclological.

LaVin,8 referring to literature reviews by Cronbach
(1949) and Henry (1950), reported correlations between
college level ability tests and college grade point averages
(GPA) to be in the range from 0.50 to 0.55 Moreover,
recent findings center on a correlation of 0.50 with a range
from 0.30 to 0.70. At the high school level the comparable
correlation is typically about 0.60, the higher value being
accounted for by the fact that high school students vary
more widely in ability.

Of all the variables used as predictors the one

which is usually reported to be the best predictor of

8David E. Lavin, The Prediction of Academic
Performance (New York; Russell Sage Foundation, 1965), p. 51.
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academic performance is the grade point average. The
following reports are typical of the voluminous research
done in this area.

Klugh and Bierly (1959) tested the validity of the
School and College Ability Test (SCAT) against a criterion
of first semester freshman grade point average (GPA) at
Alma College.:LO Correlations between these two variables
ranged from r = .51 to r = .67 for men and women tested
over two years. A further objective of this study was to
determine whether addition of the high school GPA would
significantly improwve the prediction. Using this
additional variable the multiple correlations ranged from
R = .66l to R = .782. The researchers concluded that the
SCAT and high school GPA were of roughly equal value in
predicting freshman performance.

Sharp and Pickett(1959) investigated the General
Aptitude Test Battery (GATB) as a predictor of college
achievemen-t.ll The sample consisted of 262 students who had
taken the GATB in their senior year of high school. The

.GATB consists of nine aptitude -~ subtests: 1) Intelligence

YTbid., p. 51.

, lOH. E. Klugh and R. Bierly, "The School and College
Ability Test and High School Grades as Predictors of College
Achievement,™ Educational and Psychological Measurement,

XIX (1959), 625-626.

11
H. C. Sharp and L. M. Pickett, "The General Aptitude
Test Battery as a Predictor of College Success, "Educational
and Psychological Measurement, XIX (1959), 617-623.
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2) Verbal Aptitude, 3) Numérical Aptitude, L) Spatial
Aptitude, 5) Form Perception, 6) Clerical Perception,
7) Motor Coordination, 8) Finger Dexterity, and 9) Manual
Dexterity. Correlations between the GATB subtests and college
GPA were found to range from .037 to .4Lkh. A t-test for
significant difference was computed between the means of the
successful and unsuccessful groups for each of the subtests.
The researchers concluded that subtests 1, 2, 3, 4, and 5
were of some value as predictors of academic success in
engineering.

Durnall (1954) investigated the effectiveness of the
widely used Miller Analogies Test (MAT) as a predictor of
academic success at the graduate level in education.12 The
sample consisted of 153 students who had completed at least
thirty hours of graduate work at Oregon State College. The
MAT scores were correlated with GPAt's in Education and a
correlation of 0.21 was obtained. A correlation between
the MAT scores and the rank order of the GPA'S resulted
in a correlation of 0.50. The conclusion reached was that
some relationship existed between MAT scores add GPA scores
in Education at the graduate level but that the degree of
relationship was only moderate.

Ability measures are, according to Lavin, the bést -

single type of predictor. However, they account for less

12E. J. Durnall Jr. "Predicting Scholastic Success
for Gruaduate Students in Education,™ School and Socigety,
LXXX (1954), 107,




1,
than half of the variance in academic performance.13 This has
led many researchers to pursue personality factors as 7 .
predictors of academic performance. Some variables are
related to motivational states; anxiety, interest in a

field of study, and so on. A second type of variable

relates to what Lavin terms "style"™. Examples are measures
of extroversion, dominance and impulsiveness. A third

type of variable relates to manifestations of pathology.
Classic examples of test instruments in this area are the
Minnesota Multiphasic Personality Inventory and the Rorstchach.
Some interesting examples of research relating personality

to academic performance were reviewed.

Weiss, Wertheimer and Groesbeck (1959) studied the
influence of motivation on achievement.lh Sixty male
psychology students at the University of Colorado wrote
the Edwards Personal Preference Schedule (PPS), McClelland's
Picture Story Test and the locally constructed Academic
Aptitude Test (AAT). Simple and multiple correlations were
computed using the university grade point average as the
criterion. It was found that the combination of motivation
and ability measures was a powerful predictor of academic

achievement with R = .68.

BLaVin, The Prediction of Academic Performance,

p. 64.

Lhp, Weiss, M. Wertheimer, and B. Groesbeck,
"Achievement Motivation, Academic Aptitude, and College
Grades,™ Educational and Psychological Measurement, XIX

(1959), 663-666.
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Merrill and Murphy (1959) studied the personality
traits of over-achieving college students at the University
of Utah.>? About 100 students were divided into an over-
achieving group and a normally-achieving group on the basis
of predicted GPA and GPA achieved after one gquarter. These
students were then required to take the PPS. The over-
achievers were found to be more dominant and less autonomous;
more deferent, less exhibitionistic, less affiliative, less
concerned with change, and more enduring than the normal
achievers. Other variables on the PPS did not differentiate
significantly between the two groups.

Beach (1960) studied the combined effect of student
soclability and method of instruction on achievement.16
Students enrolled in an advanced psychology course at the
University of Michigan were tested on Guilford's Inventory
of Factors Sociability scale and placed into four learning
situations; lecture, discussion group with instructor,
autonomous small groups, and independent study. The less
sociable students were found to achieve more than the sociable
students in the lecture situation. Conversely, in the small
group situation the sociable students outperformed the less

sociable students.

L5R. M. Merrill and D. T. Murphy, "Personality Factors

and Academic Achievement in College,"™ Journal of Counselling
Psychology, VI (1959), 207-210.
16

L. R. Beach, "Sociability and Academic Achievement
in Various Types of Learning Situations," Journal of
Educational Psychology, LI (1960), pp. 208-212.
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Cooper (1955) investigated the value of the
Rorschach Test as a predictor of academic performance at

17

San Franscisco State College. The Rorschach is a clinical
instrument used to investigate underlying personality
dynamics. This test was found to be poor in the prediction
of academic achievement. Similar results were obtained by
Quinn (1957) using another clinical instrument, the Min-
nesota Multiphasic Personality Inventory (MMPI).18

In Lavin's review of the literature, he found the
research findings related to personality factors rather
disappointing.19 The picture presented by the research was
confused and often contradictory. An equally difficult set
of predictors consists of the sociological determinants to
which a member of soclety is exposed. Examples are his
soclo-economic status, sex, religious background, and age.
Again, a sampling of the research done in this area was
conducted.

. 20
Schoonover (1959) studied three questions: 1) Is

S there a relationship between a child's ordinal position and

17

J. G. Cooper, "The Inspection Rorschach in the
Prediction of Academic Success," Journal of Educational
Research, XLIX (1955), pp. 275-283.

188. B. Quinn, "Relationship of Certain Personality

Charachkteristics to College Achievement," Dissertation
Abstracts, 17: 809, 1957.

lgLavin, The Prediction of Academic Performance, p. 111,

20S. M. Schoonover, "The Relationship of Intelligence
and Achievement to Birth Order, Sex of Sibling, and Age
Interval,"® Journal of Educational Psychology, L (1959),
143-146.
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his mental test performance? 2) Does a sibling's sex
influence the mental test performance of a child? 3) What
relationship exists between age interval and degree of
resemblance in mental achievement of siblings? The sample
consisted of 59 sibling pairs whose statistics were drawn
from the University Elementary School at the University of
Michigan. Schoonover found that older and younger siblings
performed equally well on mental tests and no relationship
exlsted between age interval and average score difference
on the mental tests. However, in every case, siblings with
brothers were found to perform better on mental tests than
siblings with sisters. The rationale presented for this
finding is that a male sibling is more aggressive than a
female sibling and hence is more stimulating.

Northby (1959) made the well known observation that
girls perform better than boys throughout all grades.21 In

a study of 12,826 Connecticut high school students he

ranked boys and girls into decile columns. He found 930 girls
or 13.2 per cent of the girls scored in the top decile. Of
the boys, only 366 or 6.3 per cent did as well. At the bottom
end of the scale a reverse relationship existed. These
figures were cited as clear evidence that girls were academ-
ically superior to boys. However, Northby notes that when

boys and girls are compared on the basis of mental tests the

2lA. S. Northby, "Sex Differences in High School
Scholarship," School and Society, LXXXVI (1958), 63-6L.




18
differences are relatively negligible.

Coster (1959) drew a sample of 878 cases from 3,000
pupils in nine Indiana High Schools in an attempt to deter-
mine the distinctive characteristics of three socio-economic
groups. Each student was classified as high, middle, or
low income according to a "House and Home" scale and sub-
Jected to a 27 item attitudinal questionnaire. Coster
found that the high socio-economic students differed
significantly from the other two groups in that more of them
planned to go to university and they were twice as likely
to achieve A and B averages as the lower income students;

Tibbetts (1955) investigated the effect of family
relationships on the achievement of high school pupils.

The hypothesis was that high achieving boys and their
parents would describe family relationships in similiar
terms more frequently than would underachievers and their
parents. A second hypothesis was that the former families
would express more satifaction with these relations than
would the latter. These hypotheses were both verified. The
high achieving students were found to identify closely with

their parents and were motivated by a desire to please them.

223, K. Coster, "Some Characteristics of High School

Pupils From Three Income Groups," Journal of Educational
Psychology, L.(1959), 55-62.

23J. R. Tibbetts, "The Role of Parent-Child Relation-
ships in the Achievement of High School Pupils: A Study of
the Family Relationships Associated With Underachievement
and High Achievement," Dissertation Abstracts, 15; 232, 1955.
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The parents of high achievers were characterized as thought-
ful, understanding, and warm. Apparently, there exists a
relationship between the quality of home-life and student
achievement,

Carter (1956) investigated the effect of age on
achievement at the elementary level.24 His concern was to
determine whether thildren admitted to the Austin, Texas school
system prior to the age of six were at a disadvantage in
terms of academic performance. Fifty underage children were
compared with fifty normal children. The study controlled
sex, and intelligence. It was found that the underage
children were indeed at a disadvantage in academic achileve-
ment. Moreover, this disadvantage persisted throughout
the elementary school years. According to this study 87 per
cent of the underage children did not perform as well as the
normal age children.

In summary, prediction of academic performance based
on previous academic achievement and tests of mental ability
appears to be well founded. However, researchers have
attempted to improve upon predictions based solely on
intellective factors. This has pushed the research into the

area of personality and societal influences with some

b1, B. Carter, "The Effect of Early School Entrance
on the Scholastic Achievement of Elementary School Children
in the Austin Public Schools,"™ Journal of Educational
Research, L (1956), 91-103.
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positive results. Much of the latter research 1s contra-
dictory, however, and the variables involved are difficult

to qualify.

Prediction Studies in Computer Science

The writer conducted an intensive review of the
literature pertaining to prediction studies in computer
science. Some of the studies reviewed naturally had an
educational setting. Others originated in the data proces-
sing industry, usually as attempts to improve the efficiency
with which computer programmers were selected for training.
Summaries of the research in this area "are arranged in
chronological order.

Rowan (1957) reported on the Rand Corporation's
experience in the selection of programmer personnel.25 In
1952, research into the predictive capabilities of thirty
differents tests narrowed the field down to two: the Thurstone
Primary Mental Abilities Test (PMA), and the Thurstone
Temperament Schedule (TTS). Using supervisory ratings as the
criterion, a multiple correlation was calculated using
multiple regression analysis. The sample consisted of Rand
employees involved in computer programming. The specific
subtests found to be important predictors of programming

competence were those labelled "Verbal Meaning","Reasoning",

25T, C. Rowan, "Psychological Tests and Selection of

Computer Programmers," Journal of the Association for Computing
Machinery, IV (1957), 348-353.
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and "Emotional Stability". The first two of these subtests
were designed to measure important components of general
infelligence° The multiple correlation yielded by these
three subtests was R = .54. Subsequent attempts to improve
the predictive capability of the test battery up to 1956
were unsuccessful.

McNamara and Hughes (1961) in a review of the
literature, pointed out their development of the Programmer
Aptitude Test (PAT) under the auspices of the I B M
corporation.26 The PAT is a one hour paper and pencil test
consisting of three parts: 1) Number Series, 2) Figure
Analogies, and 3) Arithmetic Reasoning. When the PAT became
compromised through overuse, these two researchers developed
an alternate version known as the Revised Programmer Aptitude
Test (RPAT). The RPAT is an 86 item multiple choice, paper
and pencil test consisting of three subtests with the same
names as the PAT subtests. McNamara and Hughes reported a
1958 study wherein PAT scores and supervisor ratings were
correlated at O.44, significant at the .05 level. A previous
study of a similar sort in New York yielded an r = .36, also
significant at .05. Better correlations were also reported.
A study by Upshall and Riland (1958) yielded a Spearman
rho of 0.61 in a study of the relationship between PAT

scores and six-point supervisor ratings. Other significant

26W. Jo. McNamara and J. L. Hughes, "A Review of

Research on the Selection of Computer Programmers," Personnel
Psychology. XIV (1961), 39-51.
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predictors found by Upshall and Riland were the Brown-Carlsen

Listening Comprehension Test; r = .60, and the Edwards

Personal Preference Schedule. No correlation was reported
for the latter.

Oliver and Willis (1963) researched the validity
of the Programmer Aptitude Test in predicting final grades
in a computer programming course at Southern Illinois
University.27 The sample consisted of 27 students who
completed the course during the summer quarter of 1962,
Students who registered but did not complete the course were
excluded from the study. The PAT was administered at the
beginning of the course and the results were not made
available to the instructor until after he had assigned the
final grades. Validity coefficients were computed between
the three subtests of the PAT and the final course grade.
These were: Number Series, 0.65; Figure Analogies, 0.70;
and Arithmetic Reasoning, 0.40. The total validity co=-
efficient was 0.78 and all results were significant at the
.00l level. The researchers concluded that for the small
sample involved, the PAT had demonstrated high predictive
validity.

Peres and Arnold (1963) performed a study designed to

give some insight into those performance factors considered

277, C. Oliver and W. K. Willis, "A Study of the

Validity of the Programmer Aptitude Test," Educational and
Psychological Measurement, XXIIT (1963), 823-825.
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to be important in the programming profession. Twenty-three
programmers and six supervisors were asked to write an essay
describing the best programmer they had known. The essays
were analysed and 218 statements regarding programmer
behaviour were extracted. Careful attention was paid to the
choice of phraseology and vocabulary. By combining similar
items the number of descriptive statements was reduced to 140.
These statements were then sorted into 12 categories rep-
resenting predicted performance factors. The 140 statements
were presented to the 29 subjects with instructions to rate
the best and worst programmers they had ever known on an
applicability scale of 1 to 5. The 58 check lists were
subjected to analysis consisting of the determination of
Pearson product-moment correlation coefficients and a
modified central factor analysis by the Wherry-Winer method
for factoring large numbers of items. The analysis revealed

six specific factors related to programming competence.

The competent programmer was characterized as having the
following qualities: 1) personal maturity and stability;

2) good interpersonal relations; 3) good communication
skills; 4) thoroughness and dependability; 5) professional
competence; and 6) Jjob interest and zeal.

The Computer Personnel Research Group (1964) reported

?83herwood H. Peres and Phil H. Arnold, "Tdentifying
Programmer Behaviour," Datamation, (January, 1963), LO.
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research undertaken for the United States Air Force. The
study was designed to investigate the relationship of rated
job performance to the cognitive abilities, vocational
interests, and blographical background of computer pro-
grammers. A test battery composed of the Programmer Aptitude
Test, the Strwong Vocational Interest Blank (SVIB), a Personal
Background Data Form, and the Test of Sequential Instructions
(TSI) was administered to 534 programmers from 24 companies.
The sample was divided into two subsamples: 233 were
classified as business programmers and 301 were classified as
sclentific programmers. The TSI was a research instrument
which measured the subjectt?s ability to do several tasks
simultaneously, an ability considered to be necessary for
programming.

Analysis of the data showed that the PAT and TSI
scores correlated more highly with the scientific subsample
performance ratings than with the business subsample
performance ratings. Correlations computed on an individual
company basis showed wide fluctuations (-.67 to .90). This
may be accounted for by the fact that six of the participating
companies had used the PAT to select the programmers involved

in the study. The supervisor rankings then forced previously

29
Robert N. Reinstedt et al, Computer Personnel
Research Group Performance Prediction Study, Memorandum
EM - LO33-PR, a report prepared for the U. S. Air Force
Project Rand, Santa Monica, California, (March, 1964).




25
acceptable employees into a poor or fair category, causing
a bilas against the PAT as a prediction instrument. The SVIB
findings indicated that successful programmers tend to be
sclentific, professionally-oriented, aesthetic persons. Both
samples showed a high interest in mathematics. As a group
the programmers were found to be relatively young as compared
to other professions and to have relatively few years of
experience. The scientific subsample was more highly educated
than the business subsample. Eighty-six per cent of the |

scientific subsample participants had at least one degree as

compared to two-thirds of the business subsample.

Biamonte (1965) reported fascinating research into
the effect of attitudes on the learning of computer pro-
gramming.BO A sample consisting of 201 students enrolled in
introductory and advanced programming courses at New Ydrk
University was subjected to attitudinal and intelligence
testing. ©Each student was required to write the California
F-scale, a measure of authoritarianism; Rokeach's Dogmatism
scale, a measure of closed-mindedness; and McCloskyts
Conservatism scale, a measure of the extent to which a person
accepts the tenets of conservative socilal and political

philosophy. In addition to these attitudinal tests each

A. J. Biamonte, "A Study of the Effect of Attitudes
on the Learning of Computer Programming," Proceedings.of the
Third Anrinal Computer Personnel Research Conference (Silver

Spring, Maryland: Computer Personnel Research Group, June 17-18,

1965), pp. 68=7k.
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student was required to write an intelligence test; the 12
minite, 50 item, paper and pencil Wonderlic Personnel Test.
The criterion against which these test scores were correlated
was the grade point score achieved in the course. Inter-
correlations ranging from r = .288 to r = ~.182 were found
between the Wonderlic and attitudinal scales. The multiple
correlation between all independent variables and the grade
point score was found to be R = .531 but the grade point
score was correlated negatively with each of the attitudinal
scales. A correlation of 0.518 was found between the grade
point score and the Wonderlic. An analysis of covariance
was performed to suppress intelligence as a contributing
variable.

Biamonte concluded that possession of a high level
of intelligence was reflected in a personality profile which
was nonauthoritarian, nondogmatic and nonconservative. Also,
highly intelligent persons were found to be good programmers.
Thus the attitudinal scales could be considered to be in-
direct predictors of programming competence through the
common factor of intelligence.

Hollenbeck and McNamara31 (1965) investigated the
validity of the Computer Usage Company Programmer Aptitude

32
Test (CUCPAT) developed by Opler in 1963. The CUCPAT is

3lG. P. Hollenbeck and W. T. McNamara, "CUCPAT and

Progragming Aptitude," Personnel Psychology, XVIII (1965),
101-106.

32Ascher Opler, "Testing Programming Aptitude,"
Datamation, (October, 1963), 28-31.
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a computer based test requiring a computer and computer
operation for about 45 minutes of testing time. Twenty
seven college level persons, 9 women and 18 men, constituted
the sample. Predictor variables were the CUCPAT and the
Data Processing Aptitude Test (DPAT) scores. The DPAT is an
instrument designed by IBM for internal use only and is
composed of 40 letter series items, 30 figure analogy items
and 25 arithmetic items. The criterion was programming
performance during a 26 week training program. Evaluations
were made on the basis of observed achievement, personal
interviews and student-teacher discussions. The CUCPAT did
not stand up under scrutiny; the investigators found a
rather low correlation (0.35) between the CUCPAT and the well
established DPAT. Furthermore the CUCPAT-criterion r was
found to be nonsignificant at the .05 level.

Seiler (1965) reported research involving the General
Aptitude Test Battery (GATB) as a predictor of success in
four automatic data processing occupations: 1) Dbusiness
systems analyst, 2) Dbusiness programmer, 3) engineering
and scientific programmer, and 4) console operator. The
GATB yields 9 aptitude scores: 1) General Learning Ability,
2) Verbal Aptitude, 3) Numerical Aptitude, 4) Spatial.

Aptitude, 5) Form Perception 6) Clerical Perception,

33
Joseph Seiler, "Abilities for ADP Occupations,”

Proceedings 0f the Third Annual Computer Personnel Research
Conference (Silver Spring, Maryland: Computer Personnel
Research Group, June 17-18, 1965), pp. 52-59.
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7)  Motor Coordination, 8) Finger Dexterity, and 9) Manual
Dexterity. GATB test scores and supervisor ratings were
obtained for each of L475 workers employed by 30 companies in
Wisconsin and California. Correlations were computed between
each of the GATB aptitudes and the supervisor ratings. An-
alyses showed that four aptitudes; General Learning Ability,
Verbal Aptitude, Numerical Aptitude, and Spatial Aptitude
were required for performing the job duties of a business
systems analyst, a business programmer, and the engineering
and scientific programmer. Only the first three of these
aptitudes were required for the console operator.

Stalnaker (1965) reported research at the Georgia
Instituté of Technology in which the Watson-Glaser Critical
Thinking Appraisal was investigated as a predictor of pro-
gramming performance.34 The Watson-Glaser is a 99 item, 40
minute test designed to measure five elements of critical
thinking: 1) Inferential Reasoning, 2) Recognition of
Assumptions, 3) Deductive Reasoning, L) Interpretation,
and 5) Evaluation of Arguments. The sample consisted of
108 Georgia Tech students involved in the ALGOL programming

language course. The Watson-Glaser scores were correlated

3ZJ’Ashford W. Stalnaker, "The Watson-Glaser Critical
Thinking Appraisal as a Predictor of Programming Performance,"
Proceedings of the Third Annual Computer Personnel Research
Conference (Silver Spring, Maryland: Computer Personnel
Research Group, June 17-18, 1965), pp. 75-77.
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with the ALGOL scores for two of four subsamples. An item
analysis showed that 95 per cent of the variation in answers
was contained in only 54 questions. Furthermore, 14 addition-
al items showed two levels of response, the choice between the
two being statistically random. A revised scoring key was
devised based only on the significant items and correlations
were computed between the revised Watson-Glaser scores and
the ALGOL scores of the other two subsamples. Correlations
of 0.76 and 0.8l were computed. In his conclusion, Stalnaker
did not appear overly enthusiastic about the Watson-Glaser
as a predictor of programming performance. He speculated
that the useful items were merely reflecting the important
relationship between general intelligence and programming
aptitude. In other words, an intelligence test might have
been equally valid as a predictor of programming performance.

Dugan (1966) delivered a paper in which he discussed
the achievement of graduates of predominantly negro colleges
as compared to the achievement of graduates of northern
integrated colleges on the Programmer Aptitude Test.35 In
comparing the two groups of graduates it was found that the
graduates of negro colleges had more difficulty with the PAT
than did the graduates of northern schools. Indeed, the PAT
score which ranked the negro college graduates at the 82nd

percentile of their group was equivalent to a ranking at the

35R. D. Dugan, "Current Problems:inTest Performance
of Job Applicants,™ Personnel Psychology, XIX (1966), 18-24.
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2L,th percentile at the northern integrated colleges. Dugan
suggested that the PAT did not cut across cultural barriers
as a predictive device since many southern graduates did go
on to become successful computer company employees despite
low scores on the PAT.

Gordon and Denis (1966) reported the experience of
the Bell Telephone Laboratories in testing a battery of pre-
dictors against supervisor ratings of 52 Computer Service
Operators (CSO’S).36 The CSO is a job classification one
level below that of programmer. A person classified as a
CSO performs a service role; mounting tapes, console mon-
itoring, paper and card handling, malfunction troubleshooting,
etc. Many CS0O's go on to become programmers. The test bat-
tery selected consisted of the Programmer Aptitude Test, the
Logical Analysis Device (LAD), the Punched Card Machine
Operator Test (PCMOT), the Work Inventory (Motivation Survey)
and the Wonderlic Personnel Test. The LAD is a hands-on
testing device which requires the testee to use logical
reasoning to turn on console lights. The test ostensibly
measures the logical faculty necessary for successful pro-
gramming. The PCMOT is a 12 minute paper-pencil test
designed for use in the operation of IBM card punch equip-

ment. It is divided into two parts: letter-digit substitution,

36Bruce F. Gordon and Richard A. Denis, "Character-
istics and Performance Predictors of 7094 Computer Service
Operators,™ Proceeding of the Fourth Annual Computer Personnel
Research Conference (Los Angeles: Computer Personnel Research
Group, 1966), pp. 96-106.
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and name checking. The Motivation Questionnaire is a 69 item
test arranged in triads. The testee has to choose one of
three equally socially acceptable responses. However, one
response 1s always central to task completion.

The scores from the test battery were correlated
with supervisor ratings. The conclusion reached was that
none of the tests were capable of predicting CSO performance
as measured by supervisor ratings.

Seiler (1967) reported that a survey of the industry
indicated that wide-spread satisfaction existed re the
ability of current test instruments to select competent
computer programmers.37 About ten employers reported that a
score of A or B on the Revised Programmer Aptitude Test or
its successor, the Aptitude Test for Programmer Personnel
(ATPP) was a strong predictor of success in programmer
training. One company reported that 45 out of 50 testees
who scored a combination of 80 points on the Wonderlic and
RPAT went on to become excellent programmers on the job.
Seiler concluded his survey by stressing the need for the
development of culture-free predictors of programming com-
petence. The problem with such tests however, was that they

were also likely to be "validity-free". He quoted Anastasits

Joseph Seiler, "Survey of Validation Studies on
Computer Personnel Selectlon Instruments,™ Proceédings of the
Fifth Annual Computer Personnel Research Conference,
(Computer Personnel Research Group, 1967), pp. L3- 51
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opinion regarding this problem: "A better solﬁtion is to
choose test content in terms of its criterion relevence and
then investigate the effect of moderator variables."

Howell, Vincent, and Gay (1967) used the Robot test
as a criterion variable and several other variables as pre-
dictors: age, education, Civil Service grade, supervisory
“ratings, the PAT, the Color Naming Test, the General Aptitude
Test Battery and the Federal Service Entrance Examination
(FSEE).38 The Robot test was developed by the Bureau of the
Census and has face validity in that it provides a sample
of programming activity analagous to problem solving on a
computer. The FSEE consists of three parts: 1) Verbal,
2) Numerical, and 3) Abstract Reasoning. Pearsonian
intercorrelations were computed among all variables.
Multiple correlations were obtained with F tests computed
for the significance of each added variable. The study
showed that parts 2 and 3 of the PAT and part 2 of the FSEE
were of value as predictors with multiple correlations of
R = .60 and R = .71 on two different samples.

Mayer and Stalnaker (1967) reported on the state of

the art of computer personnel selection proceedures in

38
M. A. Howell, J. W. Vincent and R. A. Gay, "Testing

Aptitude for Computer Programming,™ Psychological Reports,
XX (1967), 1251-1256.
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North America. The computer Personnel Research Group had
just sponsored a survey in which 483 American and 98 Can-
adian firms participated. The number of employees of these
firms totalled 23,000 in the United States and 1,000 in
Canada. It was found that 68 per cent of the American firms
and 72 per cent of the Canadian firms used test ilnstruments
to select personnel. The practice among these firms was to
use two basic types of test: intelligence and aptitude.
The most commonly used intelligence test was the 12 minute,
paper and pencil, spiral Wonderlic Personnel Test. Sixty
American and 7 Canadian firms used the Wonderlic. In com-
parison only 13 firms used the next most popular test, the
Thurstone Test of Mental Alertness. The overwhelmingly
favored aptitude test was the Programmer: Aptitude Test.
This test was used by 282 American and 67 Canadian firms.
The next most important aptitude test was the Federal
Service Entrance Exam but only 13 firms used it. The number
of firms who depended on personality or interest tests was
negligibdle.

Bauer, Mehrens, and Vinsonhaler (1968) conducted a

computer programming prediction study at Michigan State

9David B. Meyer and Ashford W. Stalnaker, "Computer
Personnel Research - Issues and Progress in the 60fs,™
Proceedings of the Fifth Annual Computer Personnel Research
Confgrence (Computer Personnel Research Group, 1967),
pp. 6-41.
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University.ho Undergraduates enrolled in a computer program-
ming course constituted the sample. Achievement in the
programming course was correlated with scores from the
Aptitude Test for Programmer Personnel, the Strong Vocational
Interest Blank (SVIB), the College Qualification Test (CQT),
and grade point averages (GPA's) attained in all previous
courses at Michigan State. The best predictors in descending
order were the GPA (r = .68), the CQT Numerical (r = .53),
the ATPP Total (r = .51), the CQT Total (r = .49) and the
ATPP Part III (r = .48). Interestingly, the SVIB Programmer
was found to be a relatively weak (r = .33) predictor of the
criterion.

A stepwise addition multiple regression analysis was
computed on the data. The results showed an R of .81 when
the GPA, ATPP Part II, and Computer Programmer Scale of the
SVIB were used in combination as predictors. Without the
SVIB contribution the other two variables yielded an R of .76.

Hunt and Randhawa (1968) noticed that a bimodal dis-
tribution existed in the achievement scores of computer |
science students in a second year course at the University

Ll
of Saskatchewan. In an attempt to identify some of the

hoRoger Bauer, William A. Mehrens, and John F.
Vinsonhaler, "Predicting Performance in a Computer Program-
ming Course," Educational and Psychological Measurement,
XXVIIT (Winter, 1968), 1159-1164.

th. Hunt and B. S. Randhawa, "Relationships Between
and Among Cognitive Variables and Achievement in Computa-
tional Science,™ Educational and Psychological Measurement,
XXVIII, No. 3, (1968), 921-928.
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cognitive abilities which separated the’high achievers from
the low achievers, 119 students enrolled in Computer Science
253 were subjected to a battery of tests from the Kit of
Reference Tests for Cognitive Factors; namely, Seeing
Problems, Object-Number, Figure Classification, Locations,
Letter Sets, Thing Categories and Hidden Patterns, along
with five subtests of the Watson-Glaser Test of Critical
Thinking (CT). The criterion was achievement in Computer
Science 253.

A gtepwise regression was performed to reduce the
number of possible predictors to four. The sample was then
divided into high and low achievement groups and a one way
multivariate anaiysis of variance was performed. It was
found that 23.1 per cent of the variance was accounted for
by four predictors; Locations, Hidden Patterns and Seeing
Problems from the Reference Tests and Deduction from the CT
test. Furthermore, it was found that these four tests also
discriminated between high and low achievers in Computer
Science 253.

Correnti (1969) studied the value of the Aptitude
Test for Programmer Personnel, the Survey of Study Hablts
and Attitudes (SSHA- Form C), and the State University of
New York Admissions Examination (SUAE) as predictors of per-

formance in a first year college level programming course.

2
b R. J. Correnti, "Predictors of Success in the Study
of Computer Programming at Two-Year Institutions of Higher
Learning," Dissertation Abstracts, 30: 37184, 1969.
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Other predictors used were the grade point average and the
parental occupational level as determined by Roe's classifi-
cation. The sample was composed of 261 students enrolled at
four New York State colleges. Regression equations were
developed and checked in a cross-validation. The predictors
were found to be significant indicators of programming
success but not to the degree of certainty required to
justify acceptance or rejection of a student applying for a
course in programming. Nevertheless students could justi-
fiably be classified according to ability on the basis of
the predictors used.

Miller (1970) studied the Programmer Aptitude Test
in conjunction with high school scores and the Semantic
Differential Test (SDT)-43 The SDT is a test designed to
reveal a person's area of interest. The sample consisted of
50 male and female students enrolled in the Vocational Com-
puter Operations Program at Garinger Senior High School in
Charlotte, North Carolina. Miller computed correlations
between the subtests of the PAT, the SDT, the students?
grade point averages, and the scores achieved in the’ high
school computer science course. The data was analysed using
multiple regression procedures. Correlations between the

PAT subtests and the computer science course scores ranged

“3Robert L. Miller, ™A Study of the Relationship
Which Exists Between Achievement in High School Vocational
Data Processing Programs and the Programmer Aptitude Test"
(Master's thesis, North Carolina State University, 1970),
pp. 26=27.
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from r = .45 to r = .56, indicating significance at the .0l
level. The SDT had correlations in the order of r = .20 with
the PAT, the grade point average, and the computer science
course scores. The conclusion that the student grade point
average was the best predictor of success (r = .76) in the
computer science course was not surprising.

Walker and Markham (1970) administered the Revised
Programmer Aptitude Test and the Otis Higher Form B intel-
ligence test to 86 Information Science students at the New
South Wales Institute of Teclrmology.m+ A second group of 297
students was given the RPAT and the International Computers
and Tabulators Computer Programming Aptitude Test (ICT).

The ICT consists of four subtests: 1) Letter Series, 2)
Arithmetical Reasoning, Number Series and Code Deciphering,
3) Coding According to Instructions, L) Verbal Analogies,
Vocabulary, Logical Reasoning and Verbal Series. This 148
item test is apparently more complex than the 86 item RPAT
which consists of only three subtests: 1) Number Series,
2) Figure Analogies, and 3) Arithmetical Reasoning.

The objective of this research was to develop norms
for Australian candidates and make comparisons among the
various tests and the high school scores of the candidates.
It was found that American norms for the RPAT were not

appropriate to the Australian scene. The ICT and RPAT, both

“E1aine Walker and S. J. Markham, "Computer Program-
ming Aptitude Tests," Australian Psychologist, V (March,
1970), 52-58.
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of which purport to measure programming aptitude had a total
correlation of only 0.49. Furthermore, the correlation
between equivalent subtests, the RPAT subtest 3 and the ICT
subtest 2, was only 0.51. All other subtest correlations
were lower. Correlations between the high school mathematics,
English, and average scores and the two aptitude test scores
were very low. Further research was found to be necessary
before either test could be adapted meaningfully to the
Australian scene.

A prediction study by Carol Ann Alspaugh (1970),
attempted to define the profile of a successful university
computer science student.LP5 Predictor variables employed
were the Thurstone Temperament Schedule, the Programmer
Aptitude Test, the Watson-Glaser Critical Thinking Appraisal,
the School and College Aptitude Test, and a mathematics back-
ground measure. The developed profile of the successful
computer science student was as follows: nonimpulsive,
strong mathematics course background, strong numerical ability,
low sociability, nondominant, and reflective.

The above study provides valuable insight into the
personality traits of the successful computer science student

with two reservations: 1) most of the variance was not

45Carol Ann Alspaugh, "A Study of the Relationships

Between Student Characteristics and Proficiency in Symbolic
and Algebraic Computer Programming™ (Doctorts thesis,
University of Missouri, 1970), pp. 56-60.
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explained, and 2) the mathematics background measure is a
measure of the number of courses taken and may therefore be
a measure of age or of survival ability rather than of math-
ematical ability as is implied.

John Alspaugh (1971), in a study designed to inves-
tigate the effects of differences in grade placement upon
programming achievement and programming aptitude for high
school senilors as compared to college juniors and seniors,
found correlations between the Ohio Psychological Exam-
ination (Ohio), the Programmer Aptitude Test and high school
achievement scores.46 His samples were rather small; fourteen
high school students and twenty three college students. The
Ohio is a general intelligence test administered to Missouri
high school students during the late Jjunior or early senior
years. The correlations found included r = 0.46 between the
Ohio and high school achievement and r = 0.57 between the
PAT and high school achievement. At the college level the
corresponding correlations were -.06 and 0.36. In both
cases the PAT had a higher correlation with the grade point
achievement than did the Ohio.

This intensive review of prediction studies in the
computer science field permitted some general conclusions to

be drawn. Most of the research has been conducted by

46John W. Alspaugh, "The Relationship of Grade

Placement to Programming Aptitude and Fortran Programming
Achievement," Journal for Research in Mathematics Education,
January, 1971, pp. L44-48.
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industrial firms and post secondary institutions of learning.
In industry, the tests known as PAT, RPAT, DPAT and ATPP were
all developed by IBM corporation and are overwhelmingly
favoured as selection instruments in the hiring of computer
personnel. These tests are largely cognitive in nature.

Some research has been conducted in an attempt to explore
personality and sociological variables. The research in this
area has been interesting and worthwhile but a definitive

study has yet to be done.

Methods of Prediction

In this study the need existed for a statistical
method which would consider several independent variables
Xl’ XZ’ ..... Xn’ a dependent variable Y, and fit these
variables into an equation of the form Y = B1X1+ B2X2+...Ban.
The technique required also had to be capable of making
appropriate statistical significance checks to ensure that
nonsignificant variables were not included in the final
equation. Draper and Smith ol outline the possible approaches
to the regression equation: a) all possible regressions,
b) backward elimination, c¢) forward selection, and d)

stepwise regression. FEach of these will be briefly ex-

plained.

47N. R. Draper and H. Smith, Applied Regression

Analysis (New York: John Wiley and Sons, Inc., 1968),
pp. 167-172.
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All possible regressions. This is an extremely cum-

bersome procedure because it involves the fitting of every
possible regression equation. If there are k independent
variables there are 2% equations which must be examined at
the second step of the procedure. While the researcher may
be confident he has examined all possibilities, the pro-
cedure is wasteful of human effort and computer time. Many
of the possible equations could be dismissed at once without
this laborious technique.

Backward elimination. This approach is much better

than the first one in that it attempts to cut through to the
best regression without examining every possibility. The
procedure starts by computing a regression equation contain-
ing all variables. A partial F-test value is computed for
each variable as if it were the last variable‘to enter the
equation. The lowest F-value variable is compared with a
predetermined significance level and accepted or rejected.
The procedure then examines each of the other variables in a
similar manner. At the conclusion the fitted regression
equation contains only those variables which make a signif-
icant contribution to the prediction.

Forward Selection. This procedure is the mirror

image of backward elimination in that it starts with one
independent variable and builds up the eguation until all
independent variables have been considered. The order of

inclusion depends upon the magnitude of the partial correlation
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coefficient. At each step the latest variable's partial
F-value is compared with a predetermined value and accepted
or rejected. As soon as the most recently entered variable
has a nonsignificant F-value, the procedure is terminated.

Stepwise regression. This procedure, despite its

different name, is in fact an improvement of the forward
selection procedure. The crucial difference is that every
previously entered variable is re-examined in terms of its
F-value as if it had been the most recently entered variable.
This procedure, which may be characterized as forward selec-
tion with a backward glance, takes into account the inter-
relatedness which exists among many predictor variables.
Any variable found to be nonsignificant is eliminated from
the equation regardless of its point of entry.

Tt is clear from the above discussion that the step-
wise regression procedure is best suited to the problem of
curve fitting. Draper and Smith concur. Therefore, the

writer chose to use this procedure for his analysis.

Summary

The literature is immense in the area of mental
megsurements. Accordingly the writer broke the literature
review into three manageable parts: an historical overview,
an extensive and nonexhaustive survey of the many variables
which affect academic performance, and an intensive review
of research pertinent to the writer's inquiry. No research

using the writer's research design, variables, or similar




sample was found.

Finally, the statistical methods appropriate to the
writerts study were reviewed and justification was given for

the choice of stepwise regression.
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Chapter IIL
THE DESIGN OF THE STUDY

In this chapter the research design and related
considerations are reported in detail. The independent and
criterion variables are discussed. Background to the
Differential Aptitude Test (DAT) and the Otis-Lennon intel-
ligence test is provided. Justification is offered to
support the choice of predictors. The sample and population
are discussed. The method used in recording the data and
converting it to numerical form is reported. & step by
step explanation of stepwise regression is supplemented by
a discussion of all the statistical problems and issues
encountered in analysing the data. Finally, reference is

made to use of a regression equation on a subsample.

The Variables Used in the Study

The criterion variable was achievement in Computer
Science. As noted in Chapter 1, the reference is to Computer
Science 205 currently authorized as a high school course in
Manitoba. Six predictor variables were chosen:

1) The Differential Aptitude Test Verbal Percentile;

2) The Differential Aptitude Test Numerical Per-

centile;

by
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3) The Differential Aptitude Test Abstract Percentile;

L) The Otis-Lennon Intelligence Quotient;

5} The Grade Ten Average;

6) The Mathematics 100 Score.

The review of the literature did not uncover a study
which used the same predictors although some of the studies
reviewed did involve high school grades, intelligence tests,
and aptitude tests. The writer's choice of variables can
therefore be justified on the basis that a new area of research
is being explored. Furthermore, the writer wanted to choose
variables whose statistics were readily available in a modern
high school with a well developed diagnostic program. Each

variable will now be examined and justified in more detail.

The Differential Aptitude Tests

As noted in the historical overview of this study,
the concept of a global measure of intelligence has had many
critics. These critics asserted that tests should be created
which were capable of assessing the various facets of mental
ability. It was important to know what specific aptitudes a
student had for purposes of counselling, vocational training,
and career selection. One of the best known test batteries
developed for these purposes is the Differential Aptitude
Test battery.

In 1947, the Psychological Corporation published the
first version of the Differential Aptitude Tests (DAT) under
the joint authorship of Bennet, Seashore and Wesman. The

tests purported to differentiate between and provide a score
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for each of the following: 1) verbal reasoning, 2) numerical
ability, 3) abstract reasoning L) clerical speed and accuracy,
5) space relations, 6) spelling, 7) grammar, and 8) mechanical
reasoning. All of the eight subtests of the DAT are power
tests except for clerical speed and accuracy. A power test
measures the strength rather than the speed or accuracy which
a person has in a specific area., Alternate forms are available
and the entire battery can be administered in six class periods,
preferably over a short span of days. It is possible to
subtest selectively without regard to the entire battery.

In a review of the DAT, Quereshi acknowledges that
"Reviewers in the past have justifiably dubbed the DAT as the
'best' available instrument of its kind."2 He, Carroll,
Horrocks, and Schoonover are however aware of certain problems
with the DAT, such as its inability to take account of factors
such as motivation and the apparent interrelatedness of the
variables. The writer took the position in his research that
despite the difficulties associated with the DAT, its status
as the "best" test of its kind made it worthy of consideration
as a predictive instrument.

Of the eight DAT subtests, the writer chose three:

1) Verbal Reasoning, 2) Numerical Ability, and 3) Abstract

Reasoning. The other five subtests had no obvious face

lJohn E. Horrocks and Thelma I. Schoonover, Measure-
ment For Teachers (Columbus, Ohio: Charles E. Merrill
Publishing Company, 1968), p. 386.

2M. Quereshi in The Seventh Mental Measurements Year—
book, Vol. IT, ed. by Oscar Krisen Buros (Highland Park, N. J.:
The Gryphon Press, 1972), p. 1049.
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validity as predictors of Computer Science and were there-
fore discarded. The Verbal subtest was chosen because
verbal ability is commonly regarded as an important element
of intelligence and therefore ought to be a predictor of
Computer Science, a subject which takes the full measure of
a student's intellectual capacity. The Numerical subtest
was chosen because computer science is very similar to
mathematics in that both disciplines demand a capacity to
handle symbolism. The Abstract subtest was chosen because
many of the algorithms which a student in Computer Science
is required to develope demand abstract thought on a high
level.

The choice of three of the DAT subtests was soundly
based on considerations of reviews by other writers, face
validity, availability, and the nature of the intellectual

capacities demanded of a student enrolied in Computer Science.

Otis-Lennon Mental Ability Tests

These tests(alternate forms) follow in Binet's
tradition in so far as they are conceived to be broadly based
measures of general intellectual ability.3 This does not mean
that an innate capacity is being measured. The authors
clearly point out that "...the Otis-Lennon tests are measures

L

of learned or developed abilities in the broadest sense.

3Arthur 5. Otis and Roger T. Lennon, Technical
Handbook (New York: Harcourt,Brace and World, Inc., 1969),p.8.

L

Ibid., p. 7.
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These tests can be administered to groups, require no
more than sixty minutes for testing, and are capable of
assessing intelligence from kindergarten to grade twelve. To
help prevent misinterpretation by persons untrained in
assessment, the results are reported as percentiles and
stanines as well as the usual deviation intelligence quotient.
It should be noted that Arthur S. Otis, deceased, one
of the authors of this test, had a great deal of experience
in testing. His credits included the Otis Group Intelligence
Scale, Otis Self-Administering Tests of Mental Ability, Otis
Employment Tests, Otis Quick-Scoring Mental Ability Tests,
many journal articles and several books.6 His experience
dated back to the original Army Alpha tests. Knowledge of
this background makes the following assessment not unexpected:
The construction and norming of this test bespeaks
adherence to the highest level of current standards.
Sophisticated authorship apparently backed by the pub-
lisher's determination to spare no effort o§ expense has
resulted in a product of exceptional merit.
The Otis-Lennon Mental Ability Test was found to be one

of the best intelligence tests available and for this reason to

be worthy of inclusion in the writer's study.

Ibid., pp. h=23.

6Arthur;8° Otis and Roger T. Lennon, Manual for
Administration (New York: Harcourt Brace and World, Inc.,

1967), p° 50

7John F. Milholland in The Seventh Mental Measure-
ments Yearbook, I, p. 690,
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Grade Ten Average

The writer chose the Grade Ten Average as a predictor
of Computer Science achievement. Lavin reviewed the research
of Swenson and others and came to this conclusion:

Of all the measures used in these prediction bat-
teries, the one that consistently emerges as the best
single predictor is the high school average or high
school rank..... Cronbach reported one study in which
correlations between intelligence and grades were .55.
Travers found that correlations between intelligence
and grades ran betwgen .50 and .75 on the eighth- to
tenth-grade levels.

It is not surprising that past academic performance should
be a good predictor of future academic performance. Since
the literature showed the high school average to be an
excellent predictor of future academic performance, the

writer chose to include the Grade Ten Average as a pre-

dictor in his study.

Mathematics 100 Score

At the time of the study there were four courses
in mathematics available to Manitoba grade ten students:
Mathematics 100 for students of university caliber; Math-
ematics 101 for average students who would likely proceed to
a community college; Mathematics 102 for students who wanted
business mathematics training; and Mathematics 103 for
vocational and industrial students.

In the course of preparing the research design of

Lavin, The Prediction of Academic Performance, p. 52.
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this study the writer became aware that several local high
schools had adopted the practice of using Mathematics 100 as
a criterion for admission to Computer Science in the follow-
ing year. The teachers, counsellors, and administrators had
evidently come to the conclusion that a strong mathematics
background was essential to success in Computer Science.
Students who enrolled in the other available grade ten math-
ematics courses were not considered to have a sufficiently
strong mathematics background.

The writer, on the basis of his own classroom exper-
ience, agreed with other teachers that a relationship prob-
ably did exist between achievement in Computer Science and
achievement in Mathematics 100. Accordingly, the Mathematics
100 variable was selected as a predictor in order that the

relationship could be explored.

The Sample and Population

The sample of 91 students was drawn from three sub-
urban high schools: Garden City Collegiate, West Kildonan
Collegiate, and River East Collegiate over a period of two
years. The students of six different Computer Science
teachers were involved in the study. Every student who took
Computer Sciehce at West Kildonan Collegiate and Garden City
Collegiate during that two year period was included in the
study providing that all of the DAT, Otis-Lennon, Grade Ten
Average, and Mathematics 100 scores were available for that

individual. River East Collegiate was sampled for only one
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year because enrollments in Computer Science were larger there
and therefore more student data were returned to the writer in
the first sampling. It was the writer's intention to retain
some balance among the three high schools with regard to the
number of student statistics drawn from each school. Table 2
contains information re the sample, population and the number
of teachers involved at each of the three schools.,

The writer did not claim that the sample was a
scientific random sample of the schoolsinvolved. It appeared
however, that the students upon whom the research was based
were typical academic students who were attending public high
schools similar to others in terms of staffing, funding, size,
and curriculum. No factors were observed which intervened to
differentiate these students from other academically oriented

students.

Recording the Data

The data was recorded on the Computer Sciénce Achieve-
ment Prediction Data Form found in Appendix A. The form was
constructed in a manner such that data were not likely to be
entered incorrectly. At West Kildonan Collegiate and River
East Collegiate it was not possible for the writer to record
the data personally. He therefore carefully explained the
research and the form to each of the other teachers involved.
The co-operating teachers were instructed to include  every
student, even if some of the scores were missing. In this
way the writer was able to monitor the number of students who

eventually had to be excluded from the study, as well as the




Table 2

The Sample and Population in Relation to
the Number of Teachers and the Schools
Involved in the Prediction Study

School Number of Number of Number of
students Computer Science students
in sample teachers in school

River East
Collegiate L0 2 1,000

Garden City
Collegiate 25 2 900

West Kildonan
Collegiate 26 2 700

Totals o1 6 2,600
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reasons for exclusion.

At River East Collegiate the grading system was the
traditional percentage system and all data were recorded in
numerical form. At the other two schools a letter grade
system was in use. Accordingly, the Computer Science,
Mathematics 100, and Grade Ten Average scores had to be con-
verted from letter grades to percentages. This was done
with the aid of a conversion table supplied by the school.
Thus, 1f a student's Mathematics 100 score was a letter
grade of B and the conversion table (See Appendix B) spec-
ified a B range from 70 to 79 inclusive, a rounded midpoint .
integral score of 75 was recorded for that student. This
conversion was in harmony with current high school practice.

The letter grade average posed a special problem.
Here, the procedure was to convert each academic letter grade
mark (guidance and physical education scores were excluded)
to its equivalent percentage. The percentages were then
averaged to obtain the Grade Ten Average in numerical form.

No difficulties were found in recording the DAT or
Otis-Lennon scores because these were simply numerical in

nature and no conversion was necessary.

The Analyvsis Technigque

The justification for an analysis based on stepwise
regression was presented in Chapter II. The actual regres-
sion was performed by the University of Manitobats IBM 370

computer using the computer program described by Mitchell
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and hereafter referred to as the "SPSS package".9 A summary
of the regression procedure is provided.
Step 1. The most highly correlated independent
variable was entered into regression with the cri-
terion variable.
Step 2. Using partial correlation coefficients, the
next independent variable most highly correlated with
the criterion was entered into regression.
Step 3. BEach variable previously selected was re-
examined under a partial F-test to determine whether
it still made a significant contribution to the
prediction. If significant, the variable in question
was retained and if not, it was rejected.
Step 4. A new regression equation was generated
using least squares.
Step 5. The procedure outlined in steps 2 to 4 was
performed recursively until all independent variables
had been examined.
Using the regression procedure an equation of the form
Y = ByXyt+ ByXyt ... B, X,+ C was developed. Y represents the
predicted Computer Scilence score, Bi where i = 1,6 represent
the regression coefficients, and X; where i = 1,6 represent

the predictor variables. C i=s the regression constant.

w. c. Mitchell, "Multiple Regression Analysis:
Subprogram Regression™, Statistical Package for the Social
Sciences, ed. N. Nie et al (New York: McGraw - Hill Inc.,
1970), pp. 174-195.




55

Some Statistical Considerations

The writer found the SPSS package to be lacking in
documentation. This made interpretation of the computer
output rather difficult. This section of the study was
included to explain some points of interest in understanding
the F-test and stepwise regression.

First of all, statistical inference can be broken
down into two main categories: parametric and nonparametric
inference. Parametric tests are computed from sample sta-
tistics such as the arithmetic mean sz, the variance (82),
and the correlation coefficient (r). Each of these statis-
tics is an estimate of a population parameter. This explains
why these tests are referred to as "parametric™. Common
parametric tests are those associated with the t-distribution
and the z- or F-distribution. Nonparametric tests are not
computed from estimates of population parameters. Instead,
these tests are evaluated in terms of frequencies, pro-
portions or ranks drawn from the sample. Examples of non-
parametric tests are those associated with the binomial
distribution, the Poisson distribution, and the chi-square
distribution.

The writer'!s research design involved stepwise
regression, which in turn involved a parametric test: the
F-test. Unlike the t-test, which involves comparisons be- -
tween means, the F-test makes a comparison between two

variances. A simple ratio represents the F level in many

cases:
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variance between classes

variance within classes
where the variance within classes is usually assumed to be
homogeneous.
10
The concept of variance can be developed quickly.

The simplest approach is through the standard deviation (a

measure of dispersion) of a finite population:

N
N

[RRREREIEEE IR

N
where: G is the standard deviation:
Xi is the variate;
A is the population mean; and
N is the number of variates in the population.

Squaring both sides of the formula yields the variance

N
-l ‘/“)2
o 2

N
Both formulas pfesented here are intuitively mean-
ingful. It should be remembered however, that research
typically deals with a sample rather than a population, in
which case a different formula for the variance should be

used.

10
J. BE. Hill and A. Kerber, Models, Methods and

Analvytical Procedures in Education Research (Detroit: Wayne
State University Press, 1967), p. 167.
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To conceptualize the F-ratio as used in stepwise
regression, in geometric terms, consider Figure 1. In
Figure 1 consider Vl to be the variance contribution due to
using a slope; V2 to be the variance of observations about

T

the regression line; and Y to be the average y-value of the

plotted points. The F-ratio may be interpretedll to be:

F o= Variance contribution due to using a slope

Variance of observations about the regression line
An interesting theoretical point considered was
whether hypotheses, null or otherwise, should be stated
explicitly since F-tests are conducted at each step of the
regression. No statistics text reviewed by the writer dealt
with this point specifically. Rather the authors seemed to

avoid the problem. The writer inferred that the statisticians?

viewpoint could be summarized as follows:
1) The hypotheses are stated implicity prior to
computation of the F-ratios; and
2) Since this type of analysis usually involves
many F-tests it would be exceedingly cumbersome to
set up an explicit hypothesis for each test.
Accordingly, the stepwise regression research design used in
this study did not involve the explicit statement of an
hypothesis.

Another consideration dealt with concerned .the

llExplanation by Dr. B. Johnston,Statistics Depart-
ment, University of Manitoba, August 1, 1974.
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problem of one-tailedness as opposed to two-tailedness.
Johnston stated that the F-tests used in stepwise regression
were one-tailed.12 Ferguson agrees, stating that in the
analysis of variance the F-ratio is one-tailed, and the F
tables found in any standard reference are also one—tailed.13

An interesting problem encountered involved the
degrees of freedom of each step of the regression. The
specific question which had to answered was "Are the degrees
of freedom the same for the F level of the regression equation
and the partial F computed at each step?" In answer to the
question, each partial F was calculated with one degree of
freedom at any step of the regression but the F level of the
regression equation was tested on the basis that a degree of
freedom was added at each successive step of the regression.

A final issue encountered was the level of signifi- . .-
cance which a researcher sets for his research design. There
are two approaches to the problem. Traditionally, researchers
have chosen a level of significance appropriate to their re-
search, done the research, and accepted the inferential re-
sult of the chosen level of significance. In reading the
literature, a more recent trend became apparent. Some re-

searchers now take a "fishing trip" approach in that they do

12Ibid.,,Dr. B. Johnston,

George A. Ferguson, Statistical Analysis in Psy-
chology and Education (New York: McGraw - Hill Book Company,
1959), p. 183.

4Tpid,, Dr. B. Johnston.
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not preselect the significance level. Instead, they do the
research, perform the significance tests, and report results
at whatever level of significance is generated by the data.
This latter approach may be regarded as less rigorous than
the first but its supporters would claim that significant
results, at whatever level, are not ignored. Faced with a
choice between these two alternatives, the writer chose the
conservative approach and preset the level of significance.
at .05. He compromised, however, by deciding to report any
results which were significant at a higher level of signifi-
cance.

The problems outlined above posed difficulties to
the writer. A discussion of them was considered necessary
to compensate for lack of sufficient documentation in the
SPSS package used in the computerized execution of the re-

gression.

Application of a Regression Equation

After the regression equations had been developed, a
subsample of 27 students was drawn randomly from the total
sample. The nonnormalized regression equation was used to
predict each studentts Computer Science score. The predicted
and actual scores were compared on the basis of correlation,
means and standard deviations. No test of significance was
done because the subsample was drawn from the original
sample. In this context a significance test would have been

redundant. The results of this application gre: reported in
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Chapter IV.

Summary

In this chapter the research design was explained.
Consideration was given toithe variables, the sample, and the
population. The method of recording the data was reported.
The statistical technique and related problems were explored.
Reference was made to use 6f the final regression equation on
a subsample.

As noted before, the actual computations were per-
formed by computer. This did not absolve the writer of the
necessity to become familiar with the statistical concepts
involved. The relevent statistical considerations were

reported in this chapter.



Chapter IV
THE FINDINGS OF THE PREDICTION STUDY

In this chapter the statistical results are present-
ed. The variables are summarized in terms of range, mean,
standard deviation, kurtosis and skewness. A simple correlation
matrix for all variables is presented, as well as partial
correlations between the dependent and independent variables.
The regression is traced through step by step in terms of the
multiple correlation, per cent of variance accounted for and
significance. Inferences are drawn. The regression equations

are developed and interpreted.

Characteristics of the Predictors and Criterion

In this study 91 students were used as a sample to ob-
tain the representative statistics. The characteristics of the
independent and dependent variables are set forth in Table 3.
The kurtosis and skewness figures in Table 3 are included to
give an indication of how the frequency curve for each variable
differed from the normal curve. Evidently all of the variables
were negatively skewed and all except the DAT Abstract Percen=
tile and Computer Science Score were platykurtic to some extent.
However, no extreme variations likely to invalidate the study
were present. A graphical analysis showed the skewness and
kurtosis to be undetectable visually. Therefore the graphs

were omitted from this report.

62
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The Correlation Matrix

The simple correlation matrix for all variables is
presented in Table L. An examination of this table shows
that Computer Science and Math 100 are moderately correlated
(r = .L79). Computer Science and the Grade Ten Average are
also moderately correlated (r = .470). The correlations
between Computer Science and the other predictors are rel-
atively low.

Another interesting observation is that there exist
some relatively high correlations among the predictor
variables. For example, the Otis-Lennon IQ is correlated
with the DAT Numerical Percentile at r = .672. The Stepwise
regression procedure derives its power by virtue of being
able to discount such inter-relatedness among the predictor
variables in the course of generation of the regression

equation.

The Stepwise Regression

The stepwise regression findings are presented in
Tables 5, 6, and 7. Table 5 shows the order in which the
independent variables were entered into the regression
equation. The order of entry depended upon the descending
order of magnitude of the partial correlations between the
predictor and criterion variables. In this manner the order
of entry of the predictors was: Math 100, DAT Numerical
Percentile, Grade Ten Average, DAT Abstract Percentile, DAT

Verbal Percentile, and finally, the Otis-Lennon IQ. Table 5

65
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Table 5
Partial Correlation Coefficients Between

Fach of the Predictor Variables and
the Criterion Variable

Step number Variable Partial correlation
entered coefficient

1 Math 100 Score 0.479

2 DAT Numerical 0.206
Percentile

3 Grade Ten 0.158
Average

L DAT Abstract 0.120
Percentile

5 DAT Verbal -0.054
Percentile

6 Otis-Lennon 0.027
IQ

*The simple correlation coefficient was given for
the first variable entered into regression.
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shows the partial correlation coefficients.

A comparison of Table 4 with Table 5 was rather in-
teresting. For example, in Table 4 the correlation between
Computer Science and the Grade Ten Average was rather good
(r = .4L70). But in Table 5 the same two variables have a
partial correlation of only 0.158. This low partial correl-
ation caused the Grade Ten Average variable to be entered
into regression in the third step rather than in the second
step as one might surmise from a casual examination of Table
L. It is evident from this example that the partial correl-
ation is of more importance than the simple correlation in
considering the predictive capability of a variable.

Examination of columns 3 and 4 of Table 6 showed that
the variables entered in steps 1 and 2 of the regression
appeared to make relatively important contributions to the
multiple correlation (R = .479 and R = .512) as well as to
the per cent of variance accounted for (22.903 per cent and
26.180 per cent). The contribution made by the Grade Ten
Average was rather marginal in that the per cent of variance
accounted for rose only to 28.026 per cent. The contribution
made by the last two variables, the DAT Verbal Percentile and
the Otis-Lennon IQ, was apparently rather negligible.

Columns 5 and 6 of Table 6 were of some limited use
in determining whether a regression equation based on the six
independent variables would be statistically significant. At
each step of the regression, the F level of the regression

equation was higher than the required .05 level of significance.
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On this basis an incautious researcher might have inferred
that all six predictors should have been included in the
regression equation. Judgement was withheld, however, until
consideration had been given to Table 7.

As the stepwise regression proceeded a partial F was
calculated for each new variable being entered into the
regression equation. The significance of the most recently
entered variable was established by comparing the computed
partial F value with a table of F values, using one degree
of freedom. This was done at the .05 and .0l levels of
significance and the results -are summarized in Table 7.

Table 7 clearly shows that only one variable, Math
100, made a significant contribution to the prediction of
Computer Science scores. The computed F level ig 26.438
with only 6.96 being required for a .0l level of signifi-
cance. Thus, while the other five predictors made con-
tributions to the accounted for variance and the multiple
“correlation, they were rejected because they did not contrib-

“Ute. significantly.

The Regression Fquations

The findings summarized in Table 7 were used to
develop regression equations. Variables found to be of no
significance were excluded. Two equations were developed at
the .0l level of significance, one for nonnormalized data
and one for normalized data.

Since only one variable was found to be significant
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Table 7

Partial F Findings for the Six Independent
Variables in Regression

Step number Variable entered Partial F
1 Math 100 Score 26. 43 8%
2 DAT Numerical 3.907%%
Percentile
3 Grade Ten 2.232
Average
L DAT Abstract - 1.252 S
Percentile :
5 DAT Verbal 0.2L5
Percentile
6 Otis-Lennon 0.060
IQ

*:Significant at the .0l level,
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the equation for nonnormalized data was of the type
Y = BgXgt C where Y was the predicted Computer Science score
on a scale from O to 100; By was a coefficient which could
be interpreted as the slope of a straight line; X6 was the
student!s Math 100 score on a scale from O to 100; and C was
a constant which could be interpreted as the y-intercept of
the straight line. B6 and C were computed and fitted into
the equation which then became:
Y = 0.758 X6 + 14.369

The standard error for this equation was found to be
16.559 with 22.903 per cent of the variance accounted for.
The standard error may be regarded as the typical error in
prediction.l

The equivalent normalized equation, which would

generate a Computer Science standard score was of the type

r-f3 (% - )
S. D.

where Y was the predicted Computer Scilence score in standard

ibrmu/gé)was a coefficient; X6 was the student's Math 100

.

score on a scale from O to 100; X6 was the average Math 100
score; and S. D. was the standard deviation of the Math 100

variable. Using the values for X6 and S. D. reported in

Table 3, the standardized equation was found to be:

1
Mitchell, "Multiple Regression Analysis," p. 185.
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0.479 ( Xg - 74.516 )

11.847

Note that no regression constant C exists in the
standardized regression equation. This is always the case
because when all the independent variables take on their
mean value, the predicted value is the mean value of the
dependent variable.2 Another interesting point to note 1is
that the beta coefficient4&3= 0.479 is also the simple

correlation between Computer Science and Math 100.

Interpretation of a Regression Equation

Consider the nonstandardized equation
Y = 0.758 Xg + 14.369

where Y is the predicted Computer Science score on a scale
from O to 100 and Xg is the student's Math 100 score on the
same scale. The standard error of this equation was found
to be 16.559 with 22.903 per cent of the variance accounted
for. A teacher or counsellor using this equation for
counselling students would have to be very cautious. A&
student whose Math 100 score generated a prediction of 70
in Computer Science would have a 68 per cent chance of
scoring in the range of 70 I 17 where 17 1s the rounded
standard error. His score would be anywhere from 53 to 87

but the most probable score would be 70.

2
Mitchell, op. cit., p. 177.




73
The standardized prediction might be used as follows.
Suppose a student'!s predicted Computer Science score were +1.

This could be interpreted to mean that he would probably

score as well as or better than 84 per cent of his fellow
students, subject to the same uncertainties as before.

In order for a regression equation to be meaningful
and useful to a student, the counsellor must be prepared to
explain fully the meaning of the prediction. To use the

equation in any other way would be of doubtful value.

Comparison of Predicted and Actual Computer Science Scores

As noted in Chapter III, part of the research design
was to draw a subsample of 27 students from the original
sample and do a comparison between the actual and predicted
Computer Science scores. The subsample findings rare: re-
corded in Tables 8 and 9. Means, Standard Deviations and the
Correlation between the Actual and Predicted Scores rare
reported.

No statistical analysis of the comparison between
the actual and predicted Computer Science scores which
involved a significance test was attempted because such an
analysis would have been redundant. It could only have had
significance if a new sample had been drawn from the popula-
tion. Such a sample was not available to the writer and
hence the research design did not include a test for signifi-
cant difference between the actual and predicted Computer

Science scores. The data in Tables 8 and 9 were set forth



Table 8

Actual and Predicted Computer Science
Scores of Students Comprising the Subsample

Student Math 100 Actual Computer Predicted Computer

number Score Science Score Science Score

L 75 83 71.22
6 75 67 71.22
10 67 85 65.15
12 63 63 62.12
13 63 67 62.12
14 95 77 86.38
17 98 100 88.65
18 9L 95 85.62
21 85 100 78.80
23 76 53 71.98
25 85 95 78.80
R7 90 96 82.59
28 92 79 84.10
30 78 86 73 .49
33 8L 6L 78.04
37 79 71 7L.25
38 73 92 69.70
L5 83 87 77.28
51 65 78 63.6L
59 50 61 52.57
60 6L 66 62.88
61 6l 50 62.88
62 86 63 79.56
65 79 88 Th.25
73 75 31 71L.22
83 63 85 62.12

87 63 63 62.12




Table 9

Means, Deviations and Correlation

Of and Between the Actual and Predicted

Computer Science Scores

75

Variable Mean Standard deviation Correlation
Actual Computer
Science score 75.7L1 16.997
O.474
Predicted Computer
Science score 72.314 9.2L4
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so that an intuitive understanding of how well the regression
equation predicted performance could be gained. It is the
writer's opinion that the regression equation performed about
as well as one could expect since it was based on 22.903

per cent of the variance accounted for.

Summary

The findings of the study were reported in this
chapter. The variables were summarized in Table 3. A
correlation matrix was presented. The stepwise regression
was reported and certain inferences regarding significance
were drawn. The regression equations were explained in
terms of their possible school use. Finally, a regression
equation was used to predict the Computer Science scores
of a 27 student subsample and some descriptive statistics
regarding the comparison of actual and predicted Computer

Science scores were presented.



Chapter V

SUMMARY AND CONCLUSIONS

In this chapter, a review of the study is conducted
with a summary of the findings presented in Tables 3 to 9.
Conclusions are drawn and recommendations are made for

further research.

Review of the Study

This study arose out of the writer's personal in-
terest in mental testing. The writer perceived mental tests,
supplemented by data such as ﬁhe academic average, as devices
which would enable a valid prediction of future achievement
in Computer Science to be made. The writer also wanted to
establish practical criteria to be used by high school
personnel in counselling students re the advisability of
studying Computer Science.

The research design was set up so as to involve
variables represented by statistics availlable in the school
records; the DAT scores, the Otis-Lennon IQ, the Grade Ten
Aﬁerage and the Math 100 Score. These variables were used
as predictors of a criterion variable, Computer Science
‘achievement. A stepwise regression at the .05 level of

significance was performed and the findings were reported

77
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in Chapter IV.

The inferences to be drawn from Chapter IV suggest
that the writer expected too much from mental testing. The
relatively low correlations which exist between the mental
test variables and the Computer Science Score may be attrib-
utable to the fact that the sample was rather homogeneous.
This homogeneity is shown in Table 3 where the Otis-Lennon
1Q is 117 with a standard deviation of 11.008. The norms
are 100.6 and 15.7 for this particular test.l Perhaps, if
the sample had been truly heterogeneous, one or more of the
mental test variables would have been significant.

Another possibility investigated to account for the
moderate correlations reported in this study was whether the
implicit assumption of continuous variables was seriously
violated by converting the letter grade scores to midpoint
scores. Dr. Johnston confirmed that the conversion procedure
used was conceptually quite acceptable.2 This possibility was
therefore ruled out.

The study was a success in the sense that, of the
independent variables investigated, a judgement could be
rendered re their relative importance as predictors of

achievement in Computer Science.

lArthur S. Otis and Roger T. Lennon, Technical Hand-

book ( New York: Harcourt, Brace and World, Inc., 1969), p. 19.

*1pid., Dr. B. Johnston, January 13, 1975.
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Maijor Findings

The statistical procedure generated information
about simple correlations, partial correlations, multiple
correlations, per cent of variance accounted for and the
significance of each variable entered. These findings may
be summarized as follows:

1) The simple correlation matrix showed moderate to

strong correlations between many of the variable-

pairs.

2) The partial correlations computed in the step-

wise regression ranged from a moderately strong

0.479 to a very weak 0.027.

3) The multiple correlation rose from 0.479 to 0.541

during the six steps of regression.

L) The variance accounted for rose from 22.903 to

29.313 ber cent during the six steps of regression.

5) Only the first regression step ylelded results

significant at the .05 level. These results were

also significant at the .0l level.

6) The Math 100 variable was found to be a very

significant predictor of achievement in Computer

Science. No other predictor variable made a signif-

icant contribution to the prediction at the .05 level

of significance.

7) The regression equation, when tested on the

subsample, appeared to work reasonably well accord-

ing to the descriptive statistics shown in Table 9.
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Maior Conclusions

Any conclusions drawn must be rather tentative since
only 22.903 per cent of the variance was accounted for with
the oné significant predictor variable. With this caveat,
the following major conclusions appear to be warranted:

1) Of the independent variables investigated only

achievement in Mathematics 100 was found to be a

significant predictor of achievement in Computer

Science.

2) The other variables investigated as predictors

of Computer Science achievement failed completely

to live up to expectations.

Recommendations for Further Study

This study was able to identify only one variable
which functioned significantly as a predictor of Computer
Science achievement. Moreover, the per cent of variance
accounted for was rather low. The writer therefore con-
cluded that further research should be undertaken. The re-
search design envisaged by the writer would be an attempt
to improve the prediction. In addition to the Math 100
variable, measures of personality arnd sociological measures
could be included as predictors. Other grade ten subjects
could conceivably function as predictors. Another avenue
which could be explored is the influence which teachers
have on the prediction. Finally, some measure of computer
science aptitude currently used in industry should be

investigated.
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Summary

This study was designed to identify criteria which
would be of practical value in helping school administrators,
guidance counsellors, and teachers to counsel students re
the advisability of enrolling in Computer Science 205, a
course currently offered in Manitoba high schools. The study
was a success in that one important predictor of Computer
Science achievement: was identified: achievement in Math-
ematics 100, the most rigorous mathematics course offered

at the grade ten level in Manitoba.
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GARDEN CITY COLLEGIATE

ACHIEVEMENT KEY

LETTER GRADES COMPARED TO PERCENTAGES

HoHE g G W o

90% and over

80 to 89%

70 to 79%

56 to 69%

50 to 55%

Less than 50%

Incomplete subject. Student
is behind in work and unable

to assess his progress at
this time.

J. M. Yakmission,

Principal.
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Aygust 7, 197L4.

Guidance Centre,

1000 Yonge Street,

TORONTO, Ontario.

MLW 2K8

Dear Sirs,

Please send two specimen sets as identified on the enclosed
order form. The specimens are needed for a master's thesis {&Eﬁf
currently under way. The authorization for this order was
given by Professor A. M. McPherson, Department Head,
Department of Curriculum, Faculty of Education, University
of Manitoba.

Thank you for your cooperation. A certified cheque 1is

enclosed.

Yours truly,

A. Geith,

WINNLPEG, Manitoba.
W

Encl. 2



APPENDIX D

Five Sample Items From The
Otis-Lennon Mental Abilities Test,

Intermediate Level, Form J
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Mark the one best answer for each question in the
test. Do not guess blindly, but you may mark an answer

even when you are not perfectly sure that it is right.

J=1. A school without pupils is like a book without
a) pictures b) pages c¢) soft covers

d) hard covers e) an index

J=9. D is to- as A is to
a)‘;7' b) .', c) 4"_ d) [:> e) ‘.L

95

J=21. Mary has a piece of clay shaped like a block. If she
rolls it into a ball, what will happen to the weight

and volume of the clay?

a) Weight will decrease but volume will increase.
b) Weight will increase but volume will decrease.
c) Both will increase.

d) Both will decrease.

e) Both will remain unchanged.

J-25. John is facing north. He walks forward 1 block,
turns to his right, walks 2 blocks, and then turns

to his right again. The direction he is now facing

is
a) east b) west ¢) north d) south

e) impossible to find out from what we are told

J-46. Choose the word that best completes this sentence:

Because the sign warning about the swift river was
by the boys, they were nearly drowned.

a) unchecked b) followed <¢) recognized

d) unheeded e) painted



APPENDIX E

Five Sample Items From the Numerical
Subtest of the Differential Aptitude

Tests, Form L
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You are to pick out the correct answer..... If you

are not sure of an answer, mark the choice which is your

best guess.

L-N-4.

L-N-12.

L-N-18.

L-N-33.

3

L-N-39. What one number can
replace both question

Multiply
2.0L

X.75

Divide
.oq.:‘-q.o%
Add

3 1lbs. 3 oz.
6 1lbs. 7 oz.
7 1lbs. 5 o03z.
11 1bs. 1 oz.

Cube ro0t

1 xl25
8

o4

marks?

6.25 =

7 15

ANSWER

1.5300

153.0

1530

15300

none of these

el wReResl:

1.009
10.9
10.09
100.9
none of these

HoQw ke

28 1lbs. 16 oz.
28 1bs.
27 lbs.
18 1bs.

none of these

16 oz.

HgQueE

5/8
375/512
2 1/2
15 5/8

none of these

=Ho QW

10
16
50
none of these

HggoQWE
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APPENDIX F

Five Sample Items From the Verbal
Subtest of the Differential Aptitude

Test, Form L
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You are to pick out words which will fill the

blanks so that the sentence will be true and sensible. If

you are not sure of an answer, mark the choice which is

your best guess.

LaVae2., ..., is to cavalry as foot is to .....
A horse travel
B. horse infantry
C. horse yvard
D cemetery yard
E horse armory
L-V-18. ..... is to childhood as adolescenceiis to.....
A infantry adultery
B. infancy maturity
C. infantry intelligence
D infancy adultery
E health intelligence
L-V-28. ..... is to horse as bray is to .....
A. neigh donkey
B. hoof donkey
C. saddle wagon
D. hoof wagon
E hoof pony
L-V-Lhl., ..... is to physicilan as secretary is to.....
A doctor office
B. nurse executive
C. doctor stenographer
D medicine office
B medicine executive
L-V=50. ..... is to diamond as circle is to.....
A gold round
B. square oval
C. shape round
D cube round
E square round



APPENDIX G

Five Sample Items From the Abstract
Subtest of the Differential Aptitude

Tests, Form L
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You are to select the one figure from among the

Answer Figures which belongs next in the series. If you

are not sure of an answer, mark the choice which is your

best guess.

PROBLEM FIGURES ANSWER FIGURES
L-4-6.
A B C D E
L-A-15.
/ / /
oV VoV d B Vv gV vV Vv ) Vo
A B C D E
L-A-23.
—e &—
e—
A B C D E
L-A-37.
A B C D E
L-A-L6.

QD] ORI



