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ABSTRACT

In this thesis, we address admission control, bandwidth adaptation and scheduling
problems in a cellular wireless Internet environment. While the admission control is
responsible for deciding whether an incoming call/connection can be accepted or not,
bandwidth adaptation and scheduling are used to allocate the available resources
among the ongoing calls/connections adaptively. We provide an extensive survey of
the existing admission control algorithms. The issues related to and the approaches
for designing admission control and bandwidth adaptation in fourth-generation (4G)
cellular wireless networks are discussed. An admission control method considering
the quality of service (QoS) requirements in both the wireless and the wired part of
the networks is presented.

At the mobile end, we propose a service differentiation model for QoS-sensitive
and best-effort traffic. Traffic scheduling is used to grant access to wireless channel.
Admission control is used for QoS-sensitive traffic to limit the number of ongoing
connections so that the QoS requirements can be met.

A performance model for cellular networks with adaptive bandwidth allocation
by using Markov arrival process (MAP) for call arrival and phase-type (PH) distrib-
ution for channel holding time is presented. In the presence of time-varying traffic,
the transient behavior of a cellular wireless network is analyzed and an adaptive
admission control method based on the transient analysis is presented. The ana-
lytical framework to investigate the call-level and the packet-level performances are
presented. We consider hard capacity systems (i.e., TDMA and FDMA). By using
this framework, the interdependencies among the call-level and the packet-level QoS
metrics can be examined, and the optimal values for the system parameters and the
admission criterion can be obtained.

We assume that the cellular wireless network internetworks with the Differen-
tiated Services (DiffServ)-based wired Internet. For this cellular wireless Internet
access scenario, we present an optimization formulation to obtain the traffic shaping

parameters at the mobile end so that the packet delay is minimized.
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Chapter 1

Introduction

Cellular wireless technology today has become the prevalent technology for wireless
networking. Not only mobile phones but also other types of devices such as laptops
and Personal Digital Assistant (PDA) can connect to Internet via cellular infrastruc-
ture. These mobile devices are often capable of running multimedia applications (e.g.,
video, images). Therefore, cellular networks need to provide quality of service (QoS)
guarantee to different types of data traffic in a mobile environment. A call admission
control (CAC) scheme aims at maintaining the delivered QoS to the different calls (or
users) at the target level by limiting the number of ongoing calls in the system. One
major challenge in designing a CAC arises due to the fact that the cellular network
has to service two major types of calls: new calls and handoff calls. The QoS perfor-
mances related to these two types of calls are generally measured by new call blocking
probability and handoff call dropping probability. In general, users are more sensitive
to dropping of an ongoing and handed over call than blocking a new call. Therefore,
a CAC scheme needs to prioritize handoff calls over new calls by minimizing handoff
dropping probability.

Again, bandwidth adaptation and scheduling are necessary mechanisms for achiev-
ing high utilization of the wireless resources (e.g., channel bandwidth) while satisfying
the QoS requirements for the users. These two techniques are closely related to call
admission control, and in fact these three mechanisms jointly determine the call-
level and the packet-level QoS for the different types of traffic in the cellular wireless
air interface. For example, upon arrival of a new call or handoff call, bandwidth
adaptation can be performed to degrade the channel allocations for some calls (still
maintaining the QoS requirements) so that the new call can be admitted. Scheduling

mechanisms impact the packet-level system dynamics (e.g, queueing behavior), and



therefore, packet-level QoS. The packet-level dynamics can be exploited for designing
efficient call admission control methods.

The call admission control (CAC) and the adaptive channel adaptation (ACA)
mechanisms are generally treated as the network layer (above layer-2) functional-
ities in the wireless transmission protocol stack (Figure 1.1). The scheduling and
the adaptive modulation and coding (AMC) are layer-2 and layer-1 (i.e., physical)
functionalities, respectively.

i Application E
! PP Voice Video E
| Tramsport 7T i
! TCP UDP ;
Network 7
Routing CAC/ACA
MAC/RLC Error Queue

! Physical

Adaptive Modulation

. |Scheduling| IRecovery| [Management E
i Power Control and Coding §

Figure 1.1. Standard protocol stacks and their components.

Cellular networks are envisioned to interwork with the Differentiated Services
(DiffServ) [1]-based wired Internet in the next-generation wireless networks. The
DiffServ architecture for such an integrated network would be attractive from the
scalability point of view, since DiffServ networks provide group-based QoS rather than
flow-based QoS as in the Integrated Services (IntServ)-based networks. In DiffServ
networks, there are two main components, edge routers and core routers. While the
core routers are used within a DiffServ domain to form the infrastructure, edge routers
connect a DiffServ domain to the external networks. In an integrated cellular and

DiffServ architecture, edge routers would decide whether an incoming connection can



be admitted or not.

1.1 Objectives, Motivations, and Scopes of the The-

S1S

The main objective of this thesis is to study the call admission control, bandwidth
adaptation and scheduling problems in a conventional cellular wireless network and in
the next-generation cellular wireless Internet. We intend to develop analytical models
to study the performance of the different CAC mechanisms under different system
parameter settings and their impact on both the call-level and the packet-level QoS
performances.

Comprehensive analytical models are required to study the interdependencies
among the different system parameters and the performance measures and also to
explore the inter-layer protocol interactions. Such models can be used to obtain the
performance measures efficiently compared to computer simulations. Again, based
on the analytical models optimization formulation can be developed and solved so
that optimal system parameter setting can be obtained. In summary, for design and
engineering of call admission control, bandwidth adaptation and scheduling, compre-
hensive analytical frameworks would be required.

While traditionally the call admission control and the bandwidth adaptation prob-
lems have been addressed for voice-oriented cellular networks, there is a need to re-
visit these problems and the related issues for data-oriented packet-switched cellular
networks. For example, while the major performance measures in circuit-switched
networks are call blocking and call dropping probabilities, in packet-switched net-
works the principle performance measures are packet delay and packet loss ratio.
The CAC and the bandwidth adaptation schemes for the next-generation wireless
networks must take both the call-level and the packet-level performance measures
into account.

In this thesis, we provide an overview of issues and approaches in designing CAC
schemes for the next-generation (e.g., fourth-generation (4G)) wireless networks. A
CAC algorithm that considers both QoS performance in wireless air interface and

DiffServ domain for connecting to the Internet is presented.
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Call admission control would be also required at the end mobile to prioritize
among different types of connections. We propose a system architecture for service
differentiation among wireless connections in which two types of traffic (i.e., QoS-
sensitive and best-effort) are considered. The CAC is used for QoS-sensitive queue to
limit the number of connections so that the performances of the ongoing connections
do not deteriorate. An analytical model based on discrete time Markov chain is
presented. We also formulate and solve an optimization problem to obtain near-
optimal parameter setting.

At the base station, CAC is an important component to guarantee call-level per-
formance to the users. However, most of the existing CAC schemes are for single
class of users (i.e., voice call) and they ignore the traffic burstiness which is common
in operational environment. We propose an analytical model for CAC with multiple
classes of services in which the burstiness of the traffic is captured.

To enhance the network resource utilization, ACA is necessary. ACA allocates
available channels among the ongoing calls according to the traffic load in the cell.
Most. of the analytical works on ACA in the literature, considered Poisson call arrival
rate and exponential channel holding time. However, studies have shown that channel
holding time in micro and pico-cellular environments is not exponentially distributed.
Therefore, we present a new analytical model by considering Markov arrival process
(MAP) for call arrival and phase-type (PH) distribution for channel holding time.
Both MAP and PH models are general in which correlation in the inter-arrival and
service time can be captured.

Most of the analytical models for CAC in the literature considered the performance
only at steady state. However, since in an actual environment call arrival and channel
holding time strongly depend on time of the day and day of the week, the steady
state might be never reached. Therefore, we present transient analysis for CAC
under time-varying traffic. By using our model, transient behavior of the system can
be investigated. We also propose adaptive call admission control in which resource
reservation is dynamically adjusted according to traffic load and transient behavior
of the system.

We present novel queueing models for analyzing both call and packet-level in

hard -capacity wireless systems (i.e., Time-Division Multiple Access (TDMA) and



Frequency-Division Multiple Access (FDMA)). ACA is used to adaptively allocate
available channels to multimedia calls (i.e., real-time, non-real-time and best-effort).
In the physical layer, we consider adaptive modulation and coding (AMC) and we
capture the effects of correlated channel fading by using a finite state Markov chain
(FSMC) model. Automatic repeat request (ARQ) is used for error control such that
the reliability of the transmission can be ensured. An application of the proposed
model for optimal channel pool partitioning among three multimedia service classes
is presented.

For an integrated cellular and DiffServ network, we apply optimization technique
to obtain parameters of traffic shaper at DiffServ edge router employed with general-
ized processor sharing traffic scheduling. Based on optimal token bucket parameters,

traffic delay can be minimized while increasing the resource utilization.

1.2 System Architecture

We consider a cellular wireless Internet architecture (Figure 1.2) with three major
components, namely, mobile node, base station and DiffServ edge router. There
are two types of traffic at the mobile node - QoS-sensitive and best-effort, and two
separate queues are used for these traffic. There is no performance guarantee for
the traffic in the best-effort queue, and therefore, no admission control is performed
for this type of traffic. However, the number of ongoing connections for the QoS-
sensitive traffic needs to be limited so that the QoS performances do not degrade below
the desired level. The service between the QoS-sensitive queue and the best-effort
queue is differentiated by fair scheduling with work-conserving property. Adaptive
modulation and coding is used for transmission between the mobile and the base
station. Automatic repeat request is used to retransmit erroneous packet to ensure
reliability of transmission.

We consider hard capacity systems (i.e., FDMA, and TDMA). Call admission
control is employed to limit the number of ongoing calls, prioritize handoff calls over
new calls, and reserve resources for the different classes of calls. Also, adaptive
channel (bandwidth) allocation is used to allocate available channels to the ongoing

calls according to the traffic load in a cell. This base station is connected to the



DiffServ edge router. Generalized processor sharing (GPS) [2] is used to differentiate
services from different connections.

The major wireless protocol components considered in this thesis (i.e., CAC, ACA,
error control, queue management and adaptive modulation and coding) are shown in

the transmission protocol stack in Figure 1.1.
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Figure 1.2. System architecture.

1.3 Organization of This Thesis

The organization of this thesis is as follows:

e Chapter 2 provides a background and survey on the existing CAC algorithms
in the literature. The issues and design approaches for CAC schemes in 4G
wireless networks are discussed. Then, a two-tier CAC scheme which considers

.QoS at both the wireless and the wired part of the network is proposed.

e Chapter 3 presents a service differentiation model at the mobile considering
two types of traffic, namely, QoS-sensitive and best-effort. CAC is used at



the QoS-sensitive queue to limit the number of ongoing connections, and fair
scheduling is used to serve both of these two queues. Adaptive modulation and
coding is used at the physical layer to increase the transmission rate by exploit-
ing the dynamic channel variations. An optimization problem is formulated and

the near-optimal parameter settings are obtained.

Chapter 4 presents an analytical model for CAC considering burstiness in the
-call arrival pattern. This burstiness in the call-level traffic is represented by
a Markov modulated Poisson process. The model considers multiple classes of
service in a cellular network. An optimization problem is formulated and the

optimal number of reserved channels for handoff calls is obtained.

Chapter 5 presents an analytical model for CAC in cellular networks with
Markov call arrival process and phase-type channel holding time. This model
is general and applicable to any system in which call interarrival and channel

holding times are not exponentially distributed.

Chapter 6 presents a novel analytical model for CAC with static and adaptive
bandwidth allocations in a cellular network with time-varying traffic. Both
steady and transient state performances are analyzed. Based on the transient

behavior of the system, an adaptive CAC algorithm is introduced.

Chapter 7 presents an analytical framework for cross-layer study of call-level
and packet-level QoS in wireless mobile multimedia networks. CAC and ACA
are used to limit number of ongoing calls and allocate available channels for
three service classes (i.e., real-time, non-real-time and best-effort). The model
Vconsiders adaptive modulation and coding in the physical layer, and ARQ as
well as queue management at the link layer for non-real-time traffic. Examples
on the applications of the proposed model for resource allocation for multimedia

services are presented.

Chapter 8 deals with the problem of choosing optimal parameter settings for
traffic shaping under the generalized processor sharing scheduling policy used
at a DiffServ edge router. By using a searching technique, the token bucket size
and the token generation rate for a token bucket traffic shaper are obtained.

Chapter 9 summarizes the contributions of this thesis and outlines a few di-

rections for future research.



Chapter 2

Call Admission Control for QoS
Provisioning in 4G Wireless

Networks: Issues and Approaches

2.1. Introduction

Supporting multimedia applications with different quality of service (QoS) require-
ments in the presence of diversified wireless access technologies (e.g., 3G cellular,
IEEE 802.11 WLAN, Bluetooth) is one of the most challenging issues for the forth-
generation (4G) wireless networks. In such a network, depending on the bandwidth,
mobility, and application requirements, users will be able to switch among the differ-
ent access technologies in a seamless manner. Efficient radio resource management
and call admission control (CAC) strategies will be key components in such a hetero-
geneous wireless system supporting multiple types of applications with different QoS
requirements.

A call admission control scheme aims at maintaining the delivered QoS to the
different calls (or users) at the target level by limiting the number of ongoing calls
in the system. One major challenge in designing a CAC arises due to the fact that
the network has to service two major types of calls: new calls and handoff calls. The
QoS performances related to these two types of calls are generally measured by new
call blocking probability and handoff call dropping probability. In general, users are
more sensitive to dropping of an ongoing and handed over call than blocking a new

call. Therefore, a CAC scheme needs to prioritize handoff calls over new calls to keep



the handoff dropping probability below some threshold (e.g., 5%). Also, the new call
blocking probability should be maintained below or at the target level. After all, the
resource utilization should be maximized while achieving the QoS requirements.

In contrast to the traditional voice-oriented circuit-switched cellular wireless net-
works, the 4G networks will be based on packet-switching at the wireless interface
and will be internetworked with IP-based Internet. Therefore, while designing a CAC
scheme for such a network, packet-level performance measures (e.g., packet dropping
probability and packet transmission delay) at both the wireless interface and the
wired interface (e.g., at the IP-aware wireless router/base station) will need to be
considered in addition to the call-level performance measures.

For the evolving 4G networks, the traditional and existing CAC algorithms (e.g.,
those for 3G systems) needs to be modified with a view to

o Handling the handoff calls between the networks (i.e., vertical handoff). Re-
source reservation and call admission control become more complicated due to
the presence of heterogeneous wireless access environment in which the mobile

terminals have the ability to connect to different types of networks.

e Prioritizing the different types of calls. Some calls might use real-time applica-
tions which have more strict QoS requirements than those using non-real-time

applications. CAC must be performed based on different QoS requirements.

e Taking into account packet-level performances. 4G wireless networks will op-
.erate purely on packet-based data transfer. The CAC algorithm must consider
not only call-level QoS but also the packet-level QoS. In other words, the CAC
algorithm needs to evaluate the availability of the network resources by taking

into account the packet-level performance statistics.

e Internetworking with the IP-based Internet. The CAC algorithm should be
aware of the availability of the network resources at the wireless-Internet gate-
way and in the wired network so that wireless resources are not wasted due to

dropping of packets at the wired-part of the network.

The rest of the chapter is organized as follows. The general model and the com-
ponents of call admission control and its classifications are presented in Section 2. A
survey of the traditional CAC schemes is presented in Section 3. The challenges and

the issues in designing the CAC schemes for 4G networks are outlined in Section 4.
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Section 5 presents the architecture of a novel CAC method, which considers resource
allocation and management at both the air interface and the wireless-Internet gate-

way. Summary are stated in Section 6.

2.2 CAC: General Model and Classification

2.2.1 Components of CAC

In general, a CAC scheme has three main components: information management,
resource reservation, and admission control. These three components collaborate with
each other by exchanging information (Figure 2.1) with a view to achieving specific

CAC objectives such as minimizing QoS degradation or maximizing the revenue.

Figure 2.1. Components of a call admission control mechanism.

2.2.1.1 Information management

This is required for storing, exchanging, and maintaining the state of the network.
The type and amount of information (e.g., number of channels used by ongoing calls,
position and velocity of a mobile) depends on the types of the CAC algorithm. These

information can be either exchanged among the cells or used locally.
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2.2.1.2 Resource Reservation -

This is required to reserve the resources according to the users’ needs. This compo-
nent can consult the information management component and use optimization and
prediction techniques to calculate the amount of resources to be reserved for handoff

calls and maximize the resource utilization.

2.2.1.3 Admission Control

The admission control component is responsible for making decision on whether an
incoming call (either a new call or a handoff call) can be accepted or not. This com-
ponent consults the information management and resource reservation components.
Most of the admission control algorithms are rule-based, i.e., based on examining the
pre-defined conditions. The outcome of the algorithm could be either to accept the
call, reject the call, or queue the call until resources become available.

As an example, for a guard channel-based CAC scheme [3], the information man-
agement component maintains the current number of busy channels, and the resource
reservation component reserves a pool of channels for handoff calls. The admission
control module uses information from both the components to decide whether a call

can be accepted or not.

2.2.2 Threshold-Based Mechanism: The General CAC Prin-
ciple

The concept of threshold-based CAC is applicable for both hard- and soft-capacity
wireless systems. A threshold-based CAC is based on the availability of resource
stored in vector I [4]. The objective of a threshold-based CAC is to maintain every
element in I less than that in the threshold stored in vector I,,. These thresholds
are defined based on the congestion condition of the system. When a call arrives,
the algorithm estimates the increase AI that the incoming call would affect to the

current value of I. Generally, the policy of CAC is based on the condition
I+AI< L. (21)

If this condition is satisfied, the incoming call is accepted, otherwise it is rejected

or queued. With this policy, the CAC scheme needs to be developed by considering
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the elements of vector I, which are the performance measures of the system, the
way to estimate the increase Al, and the optimal value of the threshold I;,. In this
case, the threshold can be set statically without considering the current status of the
network (static scheme). However, adaptive CAC algorithms (e.g., [5]) can adjust the
thresholds dynamically resulting in better performance over static schemes.

In case of systems with hard capacity (i.e., TDMA and FDMA systems), the
elements of matrix I can be simply the number of occupied channels, and the increase
in the resource usage AI can be the number of channels required by a incoming call.

In this case, the thresholds can be chosen so that the target QoS levels are achieved.

2.2.3 Classification
2.2.3.1 Centralized and Distributed Approaches

A call admission control algorithm can operate in a centralized or in a distributed
fashion. In the former case, the CAC algorithm is executed in a central site (e.g.,
mobile switching center (MSC)). In this case, information from every cell needs to be
transferred to the central site and the CAC needs to be performed remotely from the
local cell. In case of distributed CAC, the CAC algorithm is executed locally at the
base station of each cell.

A distributed CAC algorithm can follow either a collaborative or a local approach.
In the former case, information is exchanged among the neighboring cells for resource
reservation and admission control while the decision is made locally. In the latter case,
information collection and decision making are done locally. Although the collabo-
rative approach can provide more accurate information for CAC decision, it incurs

more communication overhead.

2.2.3.2 Traffic Descriptor-Based and Measurement-Based Approaches

A call admission control policy can use either a traffic descriptor-based or a measurement-
based approach. In the traffic descriptor-based approach, it is assumed that the
knowledge about the traffic pattern of the incoming calls is available. Therefore, a
CAC algorithm can simply determine the expected amount of resource usage by sum-

ming all the resources used by all ongoing calls and the incoming calls together. If
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this is less than some predefined threshold, the incoming call is accepted, otherwise
the call is rejected. Although traffic descriptor-based CAC is simple, it is relatively
conservative, since the ongoing calls will not use maximum amount of resource as
specified in the descriptor all the time.

Iﬁstead of using explicit traffic descriptors, the information on the traffic pattern
can be obtained by measuring the characteristics of the call. In that case, call ad-
mission control decision can be made dynamically based on the actual state of the
network. Measurement-based CAC schemes are based on this principle.

Most of the CAC algorithms in the hard-capacity cellular networks are traffic
descriptor-based. Most of CAC algorithms in CDMA systems are measurement-based
in which SIR information is measured and used to ensure the QoS of the ongoing calls.

The CAC algorithms used in WLANs mostly adopt a measurement-based approach.

2.2.3.3 Classification Based on the Granularity of Resource Control

A taxonomy of CAC algorithms by considering the granularity of the resource control
was presented in [6]. Three different criteria were used to categorize a CAC algorithm.
The first criterion is the type of information used by decision making process for call
admission control. Generally, CAC algorithms consider resource usage of the mobiles,
but some of the algorithms consider the mobility patterns of the users. In the latter
case, the accuracy of the resource reservation can be improved by taking the direction
and the speed of the users into account.

The second design criterion is the spatial distribution (position and movement)
of the mobiles which can be either uniform or non-uniform. The third criterion is
based on how the information is organized and manipulated by the CAC algorithms.
The information can be on the aggregate of flows or on the per-user basis and the
CAC algorithms use the information on the group of mobiles or on individual mobile,
respectively. Based on these criteria, the granularity of the CAC algorithms are
different. For example, the algorithm which considers the resource usage of all ongoing
calls assuming uniform spatial distribution (e.g., the guard channel scheme) has the
largest, and the algorithm which considers the mobility of individual user assuming

non-uniform spatial distribution has the smallest granularity of resource control.
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2.3 Traditional CAC Approaches in Cellular Net-

works

2.3.1 Guard Channel Approach

To prioritize handoff calls over new calls, some channels (referred to as guard channels)
are reserved for handoff calls [3]. Specifically, if the total number of available channels
is C' and the number of guard channels is C' — K, a new call is accepted if the
total number of channels used by ongoing calls (i.e., busy channels) is less than the
threshold K, while a handoff call is always accepted if there is an available channel.
According to this channel reservation, the threshold must be chosen such that the
handoff call dropping probability is minimized while the system can admit as many
incoming calls as possible.

Although the guard channel scheme with a static threshold is easy to implement, it
may not be efficient. Higher channel utilization could be achieved through adaptation
of the threshold according to the state of the network.

A more general scheme, namely, the fractional guard channel scheme was intro-
duced in [7]. In this case, an incoming call is accepted with certain probability which
depends on the number of busy channels. In other words, when the number of busy
channels becomes larger, the probability for accepting a new call becomes smaller and
vice versa. This helps to keep the handoff call dropping probability lower than the

desired value and also avoid congestion in the cell.

2.3.2 Partitioning and Sharing Approach

This approach for reserving channels and admitting new calls is based on the concepts
of complete sharing and complete partitioning. In case of complete sharing, the handoff
calls and new calls can use all the available channels. In contrast, in case of complete
partitioning the channels reserved for handoff and new calls are not shared between
these types of calls.

Instead of using pure complete sharing, which is unable to prioritize the calls, and
complete partitioning, which is relatively conservative, a hybrid model for resource

reservation and CAC was proposed in [8]. In this hybrid scheme, the channels are
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divided into three categories: channels dedicated for new calls, channels shared among
the new calls and handoff calls, and channels reserved for handoff calls. By combining
complete partitioning and complete sharing, resource reservation becomes flexible to
control the performance of the system. This type of hybrid resource reservation can

handle calls with different priority levels as well.

2.3.3 Collaborative Approach Based on Estimation

This is a distributed approach for call admission control. In this case, information is
exchanged among the neighboring cells for resource reservation and admission control,
while the admission control decision is made locally. CAC algorithms of this type were
proposed in [9] which use estimates of call dropping and call blocking probabilities.

'The maximum number of ongoing calls N is estimated from the following:

Py= —;-erfc (N — m) (2.2)

a

where Py is the target call dropping probability, and 7 and ¢ denote the mean and
variance of the number of calls in the home cell, respectively. The mean and variances
are approximated from the number of users in the home cell and the neighboring cells.

The call blocking probability P,(t) at time ¢ — 1 to ¢ is estimated locally as follows:

_ s(t)
Pnb(t) = (1 — w)Pnb(t — 1) + th) (23)

where s(t) and r(t) are the number of blocked calls and the number of calls that
arrived during time interval ¢ — 1 to t, respectively, and w is the weight used for
calculating the exponential weighted moving average. The decision on whether an

incoming call is accepted or rejected is made based on (2.2) and (2.3)).

2.3.4 Non-Collaborative Approach Based on Prediction

In a pico-cellular wireless network with high user mobility, exchanging information
among the cells to make resource reservation and admission control might incur sig-
nificant control overhead. Therefore, CAC algorithms designed based on local infor-

mation (e.g., history of bandwidth usage) would be desirable. In such a case, resource
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reservation is based only on local information in the home cell which is used to predict
the resource needed in the future [5].

In [5], two prediction techniques were used: Wiener filtering and time series analy-
sis (e.g., ARMA (autoregressive moving average) model). In the former case, the
prediction can be done directly from the historic data, whereas in the latter case the
time series model needs to be constructed and the corresponding parameters need to
be estimated so that the prediction can be performed based on this model afterwards.
Such a local predictive approach to call admission control was shown to perform as

good as a collaborative approach when the traffic fluctuation is moderate.

2.3.5 Mobility-Based Approach

Mobility-based approaches exploit the user mobility information for efficient call ad-
mission control. For example, in [10], based on user mobility information shadow
clustering concept was introduced to estimate future resource requirements in a wire-
less network with microcellular architecture. The idea here is that every mobile
terminal with an active wireless connection exerts an influence upon the cells (and
their base stations) in the vicinity of its current location and along its direction of
travel.

Figure 2.2 shows the shadow cluster for a mobile in cell C' which is moving towards
north. The cells in a shadow cluster usually have different levels of predicted traffic
intensity. For example, in Figure 2.2, the predicted traffic intensity in cells denoted
by B in the vicinity of cell C' will be more than that in the cells denoted by A. To
calculate the shadow cluster and the corresponding levels of intensity, the information
on call holding time, current direction, velocity, and position of the active mobile
terminal need to be considered.

The base station in the home cell must inform its neighboring base stations of
the location and mobility of the active mobile terminal (e.g., this information can
be obtained from global positioning system). In a cell, the amount of resources
reserved for handoff calls is based on the number of calls moving to that cell and the
corresponding probabilities. The estimated resource usage Cy;(t) in cell j at time ¢
is expressed as follows:

Cus (8) = Coy (¢ — 1) = G (8) + CL(2) (2.4)
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Figure 2.2. Shadow clustering: C is the home cell of active mobile terminal, B is

the bordering neighbor, and A denote nonbordering neighbor.

where CZ}“ (t) is the estimated amount of resources that will be freed by active users
whose calls will be either terminated or handed over to other cells and C(t) is
the estimated amount of resources that will be occupied by active mobile terminals
moving from neighbors cells within the shadow cluster. Both of them are functions

of the probability of active mobile terminal z moving from cell k to cell j at time ¢
(Py,j(t)) as follows:

Cot(t) = ), (1= Popy(t) cle) (2:5)

Yz Yk Vi
Cot) = D Pupit)c(a) (2.6)
Vz,Yk,Vj

where c(z) is the resource used by active mobile terminal z.

Although the mobility information-based CAC schemes can improve the efficiency
of the resource reservation and admission control, calculating the probabilities P, 4 ;(t)
would be non-trivial and also real-time exchange of control messages among the cells

would incur large communication overhead.
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2.3.6 Pricing-Based Approach

A pricing-based approach to call admission control was proposed in [11], where the
objective is to maximize the utility of the wireless resources. The utility is generally
defined as the users’ level of satisfaction with perceived QoS. For example, the utility
is a decreasing function of new call blocking and handoff call dropping probabilities.
However, maximizing the utility of the network might not maximize the revenue of the
service provider. The tradeoff between the user satisfaction and revenue is illustrated
in Figure 2.3. Specifically, for higher user satisfaction, more resources should be
allocated to each user. In contrast, to maximize revenue under flat rate pricing, the
allocations need to be degraded to accommodate more number of users. Therefore, a

CAC scheme can be designed such that the optimal point can be obtained.

A
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Figure 2.3. Tradeoff between QoS degradation and network revenue.

In [11], the optimal point between utility and revenue was determined in terms of
the new call arrival rate, and a pricing scheme was developed to achieve this optimal
effective arrival rate in the network. In this case, the QoS metric P, referred to as
the grade of service (GoS) is defined as follows:

Py, = aFu + BPrg (2.7)

where o and 3 are the weights corresponding to the new call blocking and handoff
call dropping probabilities, respectively, and o + 8 = 1.
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The metric P, can be defined as a function of new call arrival rate )\, (ie, B, =
g(An)). Then, the utility function becomes U = h(P;). Assuming a flat rate pricing,
the revenue depends on the number of admissible users which again depends on
the new call arrival rate f(\,). The optimal value of the new call arrival rate A}
that maximizes the total utility U(X,) = f(M\) X hlg(A\s)] can be calculated by
differentiating U(\,), and finding the point at which the slope equals to zero.

Based on this optimal new call arrival rate, the pricing scheme is developed by
changing the cost of a call. The pricing scheme adjusts the fee dynamically by taking
the state of the network into account. If the network is congested, it will charge
peak hour price p(t) which is higher than the normal hour price pg. According to
this pricing scheme, the demand function which describes the reaction of users to the

change of price is expressed by

DIp(t)] = exp (— (1%—1) ) p() > po (28)

and the peak hour price is calculated by considering the state of the network. With
this pricing scheme, a user has an incentive not to initiate a call during peak hours

so that the congestion of the network can be avoided.

2.3.7 Call Admission Control in CDMA Systems

In a CDMA network, due to the soft-capacity feature, the admission control decision
should be based on the state of the ongoing calls (e.g., interference level). The CAC
approaches used in hard-capacity systems based on the assumption of time-invariant
cell capacity may degrade the system utilization in a CDMA system. Also, due to
the soft handoff feature, the length of a handoff process becomes longer than that of
hard handoff, and the CAC algorithm must consider this duration into account.
CAC schemes based on the estimation/measurement of current state of interfer-
ence and SIR were proposed in the literature [12]. While in the interference-based
approaches the objective is to keep interference from all sources below the accept-
able level, the SIR-based approaches emphasize the SIR requirement for each call
considering the statistical factors such as voice activity, fading and shadowing in the

channel.
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A utility and pricing-based CAC scheme for a CDMA system was proposed in
[13], in which the admission control decision is based not only on the availability of
the resources, but also on the price and the corresponding level of service received.
If Uy, is the utility function (which depends on the received SIR) for user k and Py is

the transmission power, the total utility of the system is
U= Z (Uk - O'Pk) (29)
k

considering the fact that the transmission of the user incurs negative utility of o P to
the system because of the interference. The negative utility here is a linear function
of the transmission power Py (o is a constant). If the price for the code channel is p.

and the unit price for transmission power is pp, the revenue of the system is
R=> (pc+ ppP: — oPy). (2.10)
k

To maximize the system revenue, optimization techniques can be applied to obtain

the optimal prices.

2.3.8 Admission Control in Wireless LANs and Wireless PANs

The general approach for call admission control in WLAN is that an estimation of the
network throughput is made based on the channel access mechanism at the wireless
nodes. Then a CAC decision is made heuristiscally based on the estimated throughput
and the QoS requirements of the incoming call [14].

In a wireless personal area network (WPAN) such as Bluetooth, each piconet con-
sists of a master device and several slave devices, and all channel access in controlled
by the master (i.e., by using E-limited polling). Specifically, the master device governs
the channel access by polling each slave device for data transmission. In E-limited
polling, the master allows a slave device to transmit up to a maximum number of
packets or until there is no packet left in the queue. With channel access based on
E-limited polling and given the traffic description (e.g., mean rate), a performance
model based on vacation queuing was proposed in [15]. The mean access delay at the
slave device and mean cycle time of the piconet derived from the analytical model
can be used to make decision on the admission control.

The main ideas of all the above CAC approaches are summarized in Table 2.1.
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Table 2.1. Different Approaches for call admission control in cellular wireless net-

works.
,A—pproach Main Idea

Guard channel Some portion of the wireless resources is reserved for
handoff calls so that handoff call dropping probability
can be maintained below the target level.

Fractional guard | New calls are gradually blocked according to the current

channel status (i.e., the number of ongoing calls) of the network.

Collaborative The neighboring cells exchange information about the
network status so that the resource reservation can be
made in advance accurately.

Non-collaborative By using prediction techniques (e.g., ARMA model,
Wiener filtering) to project the amount of the resources
required locally so that the resources can be reserved
in advance without the need for information exchange
among neighboring cells

Mobility-based Mobility information (i.e., position and direction of
movement) of the mobiles can be used to enhance the
accuracy of the resource reservation.

Pricing-based Dynamic pricing is used to limit the call arrival rate so
that the maximum utility and revenue of the system is
achieved.
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Table 2.2. Challenges in call admission control for 4G wireless network.

Requirements Description

Heterogeneous envi- | 4G system will consist of several types of wireless access
ronment technologies, and therefore, CAC schemes must be able
to handle vertical handoff and special mode of connec-

tion such as ad hoc on cellular.

Mﬁltiple types of ser- | 4G systems need to accommodate different types of users

vices and applications with different QoS requirements

Adaptive bandwidth | With multimedia applications, system utilization and
allocation QoS performances can be improved by adjusting the
bandwidth allocation depending on the state of the net-

work and users’ QoS requirements.

Cross-layer design Both call- and packet-level QoSs need to be considered
for designing CAC algorithms so that not only the call
dropping and call blocking probabilities, but also the
packet delay and packet dropping probabilities can be

maintained at the target level.

2.4 Call Admission Control in 4G Wireless Net-

works

The diverse QoS requirements for multimedia applications and the presence of dif-
ferent wireless access technologies pose significant challenges in designing efficient
CAC algorithms for 4G wireless networks. Table 2.2 summarizes some of these major
challenges.

In a heterogeneous environment such as the one shown in Figure 2.4, each network,
connected to each other via an Internet, will be responsible for making the decision on
whether an incoming call can be accepted or not. That is, the call admission control
will be performed at the edge of the network and each type of network will have
its own CAC mechanism. If the call can be admitted, the required authentication,

authorization, and accounting will need to be performed. Routing layer protocols
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such as such as Mobile IP can be used to transfer the transport level connections
from one network to another in a seamless manner.

Accounting
(Cellular)

Accounting

Accounting

(WLAN)

Figure 2.4. Heterogeneous structure of a 4G wireless system.

2.4.1 Heterogeneous Networking

Due to the seamless connection and global mobility requirements in a 4G system, a
call in one particular network must be able to roam and be handed over to another
network transparently. This is called vertical handoff and for this several issues need to
be addressed. The usual signal-strength-based handoff initiation may not be enough,
and other system parameters such as the congestion level at the networks need to be
considered as well. For instance, mobile users with non-real-time applications can be
handed over to WLANS in order to mitigate congestion in the cellular networks. All
these factors will impact the call holding time distribution in each network.
Interoperability is also an issue in vertical handoff. The system must ensure that
different types of mobile nodes and networks are able to operate with each other in a
heterogeneous environment. Also, there can be ad hoc multi-hop connections both in
the cellular networks and the WLANs. The ad hoc multi-hop topology can be used

to relay traffic from a mobile node to the central base station or access point [16].
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From the CAC point of view, vertical handoff results in new sub-type of handoff
calls. A CAC algorithm must determine the priority of this type of calls over new calls.
A new performance metric, namely, the vertical handoff call dropping probability,
should be determined and should be maintained below the acceptable threshold. Also,
the issues of call dropping and/or queuing need to be addressed. For example, if a
cellular network cannot accept a call vertically handed over from WLAN, the call
can be dropped or may stay connected with the WLAN and wait until the cellular
network is able to accommodate the call.

2.4.2 Multiple Classes of Services and Interoperability with
- DiffServ-Based IP Networks

The CAC algorithms should be designed to support multiple classes of services each
with specific QoS requirements. The service classes can be similar to those used in
the Differentiated Services (DiffServ) [1] IP networks. This would enable seamless
integration of wireless networks with the IP-based Internet.

DiffServ is one of the key technologies for providing QoS in the Internet. Instead
of providing QoS on per-flow basis as in the Integrated Services (IntServ) model,
DffServ operates based on group of flows by aggregating several IP-level flows which
have the same QoS requirements into the same group. For a packet, DiffServ routers
can identify the group by using type of service (TOS) field in the IP packet header
and also manage the traffic to satisfy the QoS requirements at the aggregate level.

In the DiffServ domain, there are two main types of components: edge routers and
core routers. While an edge router is connected to the outside network equipment
(e.g., wireless base station), a core router is connected the equipment in the same
domain. Resource allocations in both these types of routers are based on service level
agreement (SLA) which is issued and negotiated by the service users.

In the DiffServ domain three groups of traffic services are provided. When inter-
networking 4G wireless systems with DiffServ-based IP networks, the conversational
and the streaming calls can be mapped into premium and assured forwarding service
classes, respectively, while the non-real-time services can be mapped into the best
effort service class. With this architecture, the CAC module at DiffServ edge router
should be able to negotiate appropriate SLA with DiffServ domain, and the decision
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on accepting or rejecting a call should be made based on both the availability of
wireless resources and the negotiated SLA.

2.4.3 Adaptive Bandwidth Allocation

Due to the diversity of applications and QoS requirements for the mobile users and
the dynamic nature of the wireless channel quality, adaptive bandwidth allocation
(ABA) would be necessary to improve the utilization of the wireless network resources.
Therefore, call admission control strategies should be designed taking this adaptive
bandwidth allocation into account. With ABA, when the network conditions are
favorable, the quality of a call can be upgraded by assigning more resources. However,
when the network becomes congested, the amount of bandwidth allocated to some
ongoing calls will be revoked to accommodate more incoming calls so that the call
dropping and blocking probabilities can be maintained at the target level. In [17], such
an ABA algorithm was proposed which tries to allocate a target level of bandwidth
to a connection as much as possible.

Again, adaptive bandwidth allocation is needed during vertical handoff. The
acceptable bandwidth should be negotiated and the CAC strategy should be based
on the result of negotiation. For example, when a call handed over to a cellular

networks from a WLAN, bandwidth adaptation will be required for that call.

2.4.4 Cross-Layer Design

For a wireless network, cross-layer optimization can lead to significant improvement
in the transmission protocol stack performance [18]. In the context of CAC, cross-
layer design principle should be applied to capture both call and the packet-level (at
the radio link level) QoS performances.

Traditionally, the CAC schemes have been based on the call-level QoS measures
only, although some of the CAC schemes consider the physical layer parameters such
as SIR into account. However, the radio link level performance (e.g., resulting from
the different scheduling and error control schemes) have not been considered while
designing a CAC scheme. In contrast to a traditional voice-oriented circuit-switched

network, in a purely packet-switched wireless network, the QoS will need to be de-
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scribed in terms of both call-level (e.g., call blocking and call dropping probabilities)
and packet-level performance metrics (e.g., packet transmission delay and packet
dropping probability). Therefore, a new call should be admitted only if the “quality”
of all the calls (including the incoming call) in terms of the packet-level performances

can be maintained at the desired level.

2.5 CAC for 4G Networks: Architecture and Ex-

ample

2.5.1 A Novel CAC Architecture

>We introduce a novel CAC architecture for 4G wireless networks. The CAC module
is divided into two sub-modules (i.e., two-tier CAC): one for the wireless part and
the other for the wired part (Figure 2.5).

In the wireless part, the CAC needs to handle multiple classes of calls as well as
calls due to vertical handoff from other types of networks (e.g., WLAN). If the call
is used for data transfer, adaptive bandwidth allocation can be applied to increase
resource utilization. Moreover, CAC in the wireless part must consider the nature
of capacity of the systems (i.e., soft or hard) so that the resource reservation and
admission control can be performed optimally.

The CAC submodule for the wired part, which internetworks with the DiffServ
domain, is important in the sense that the dropping probability for the packets already
transmitted over the air interface should be made as small as possible (to minimize
wastage of wireless resources) and the packet delay should not violate the agreed SLA
bound. Since the wireless resources are the scarcest resources in the system, the CAC
submodule in the wired part must ensure that the wired-network can maintain the
QoS of traffic from wireless users (already transmitted across the wireless links) at
the desired level.

Both the call-level and the packet-level performance requirements need to be sat-
isfied in the wireless part. Packet-level QoS performances in the wireless part can
be maintained through adaptive bandwidth allocation and proper scheduling mecha-

nisms. The call-level performances depend on the resource reservation and the admis-
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Figure 2.5. System model for the proposed CAC scheme.

sion control strategy in'the wireless part. However, in the wired part, only packet-level

QoS requirements need to be satisfied.

2.5.2 Example: A Two-Tier CAC Algorithm

Using the above architecture, we show an example of a two-tiered CAC algorithm
which considers admission control at both the wireless and the wired part of the
system. Threshold-based call admissions are employed to maintain call and packet-
level QoS. A call will be admitted only if it can be accepted by both of the CAC
components for the air interface and the wired part of the system. For performance
analysis, design, and engineering of the system, the corresponding analytical models
are developed. Typical numerical results based on the analytical modeling are also
presented.
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2.5.2.1 Tier-I: CAC Scheme in the Wireless Part

We assume that there are multiple types of users and adaptive bandwidth allocation
is used to increase the utilization of the wireless network resources. Vertical handoff
from / to other types of networks is also taken into account. A threshold-based resource
reservation and admission control is used.

The base station serves two types of calls: voice and data calls, and both of
these types of calls share a pool of channels. The number of channels in the cell is
fixed at C (i.e., hard-capacity), and one voice call requires only one channel. For
a data call, ABA is used to adjust channel allocation according to the state of the
network. Under light load conditions, a data call is allocated as many channels as
the user requests. Under heavy load conditions, each data call will receive at least
one channel to maintain the connection. ‘

'To minimize handoff call dropping probability, the thresholds for new calls (i.e.,
both voice and data calls) are set at K, and Ky, respectively. However, since data
calls can be vertically handed over from other networks (e.g., WLANSs), the CAC
mechanism prioritizes these vertical handoff calls by using the threshold K4 in which
K4 < Kyg4. Therefore, K,; — K4 channels are reserved particularly for horizontal and
vertical handoff calls, and C — K, channels are reserved for horizontal handoff calls.
With these thresholds, the priority of a horizontal handoff call is the highest, and the
priority of a new call is the lowest. Again, voice calls are prioritized over data calls
by limiting the number of accepted data calls when the total number of ongoing calls
is equal or greater than threshold Cy (Ky < K,q < Cy).

The ABA algorithm includes mechanisms to increase and decrease the amount
of bandwidth allocated to the data calls. These mechanisms work as follows: when
either a voice call or a data call arrives, if sufficient amount of resources is not avail-
able, some of the ongoing data calls (randomly chosen) are downgraded to give the
required amount of resources to the incoming call. Similarly, when the call departs,
the bandwidth freed will be randomly assigned to upgrade the ongoing data calls.
However, if there is no ongoing data call which can be downgraded, the incoming call
is rejected.

Under the above assumptions on multiple types of calls, ABA, and vertical handoff,

the system can be modeled by using a continuous Markov chain. The arrivals of the
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new voice calls, handoff voice calls, new data calls, horizontal and vertical handoff
data calls are assumed to follow a Poisson process and the corresponding average rates
(calls per minute) are denoted by )\g’), /\S’), ,\5:”, /\,(33, )\ff;?, respectively. We assume
that the call holding time for both voice and data calls are exponentially distributed
and the mean values are 1/, and 1/p4, respectively. The state space of the system
is

©={(¥,7),0<¥Y<C,0<D<Cy}. (2.11)
where % and D are the number of ongoing voice and data calls, respectively.

The call-level performances of the system can be determined from the steady state
probabilities. From this model, we are able to obtain new call blocking and handoff
call dropping probabilities for both voice and data calls as well as the vertical handoff
call dropping probabilities for data calls.

To evaluate the performance, we assume that there are 40 channels in a cell and the
average call holding times for voice and data calls are 5 and 10 minutes, respectively.
We set the values for the different thresholds as follows: K, = 36, C; = 36, K,q = 34,
and Ky = 32. Typical variations in new voice ¢all blocking probability under different
new and handoff voice call arrival rates are presented in Figure 2.6. As expected, this
blocking probability increases as the arrival rates increase.

Figure 2.7 shows typical variations in the vertical handoff call dropping probability
(for data calls) under different data call arrival rates. This dropping probability also
increases with increasing arrival rate, however at a slower rate compared to that for
a voice call because data call arrival rate is smaller for voice calls.

Figure 2.8 shows typical variations in the average bandwidth allocation for data
calls under the different voice call arrival rates. This result shows the effect of prior-
itizing voice calls over data calls. Specifically, when the rate of arrival of voice calls
increases, the ongoing data calls need to be degraded to accommodate incoming voice
calls.

2.5.2.2 Tier-II: CAC Scheme in the Wired Part

As shown in Figure 2.5, the DiffServ-aware edge router has two transmission queues:
QoS queue and best-effort (BE) queue, with size U and V packets, respectively. The
QoS queue is used for voice packets while the best-effort queue is used for data packets.
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A CAC mechanism is applied at the QoS queue to guarantee packet-level QoS.

We assume that the router serves the queues in a time-division multiplexing fash-
ion using fixed-size time slot and only one packet is transmitted during one time slot.
‘The router uses a fair scheduling mechanism which is based on the packetized version
of the generalized processor sharing (GPS) [2]. With this type of traffic scheduling,
the fairness is maintained in the sense that the packets in one queue will not affect
the performance of those in the other queue beyond minimum performance guaran-
tee. The amount of service for queue i, S;(t1,t) (¢ € {QoS, BE}) in time [t,,) is
governed by the weight ¢;, and for the two queues in Figure 2.5, if both the queues
are backlogged during period [t1, ¢2), the following property is maintained:

SQos(t1,t2) _ $qos
Spe(ti,t2)  ¢sE

where ¢q.s and ¢pg are the weights for the QoS and best effort queues in the model.

(2.12)

With the work conserving property of the above fair scheduling, if one queue is not
backlogged, the available service will be allotted to the other queue. The state space
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of this system can be expressed as follows:
E={x9,2),0<x<U0<y<V,0<z<T} (2.13)

where X, 9 and Z represent the number of packets in the QoS queue, the number of
packets in the best effort queue, and the number of calls admitted to the QoS queue,
respectively.

A threshold-based CAC mechanism is used to ensure that for the QoS traffic
the packet-level performance measures (e.g., packet dropping probability and average
delay) are maintained below the acceptable level. The threshold 7' limits the number
of calls to the QoS queue. Specifically, when a call arrives, the CAC algorithm checks
whether the number of ongoing calls is less than the threshold. If so, the new call
is admitted, otherwise the call is rejected. This threshold can be set according to the
congestion condition in DiffServ domain.

We assume that call arrival follows a Poisson process with mean A and the call
holding time is exponentially distributed with mean 1/u. For each flow, the packet
arrival follows a Bernoulli process with the probability of arrival of one packet in a

time slot being ag.s. We assume that the probability ag.s is the same for all QoS
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sensitive flows. For the best-effort queue, the probability that i packets arrive in one
time slot is denoted by a’p.

We obtain the packet-level QoS measures from the model. The length of time
slot is assumed to be 1073 second and the weights for the queues are $gos = 0.7 and
¢pr = 0.3. We vary the probability of arrival of one packet in the best-effort queue
akp and obtain the performance results. Figure 2.9 shows typical variations in the
mean waiting time Wp,s when the buffer size for each of the QoS and best effort
queues is 20 packets. For the QoS queue, the packet arrival probability of voice call
is fixed at 0.2 (i.e., agos = 0.2) in this case.

We observe that Wq,s increases with increasing ahy up to a certain point after
which Wges becomes constant. When the traffic in the best effort queue grows,
the QoS queue receives less amount of service. Until the best effort queue uses all its
allocated service, the waiting time in the QoS queue does not increase because packets
in this queue still receive at least the guaranteed amount of service determined by

®Qos-
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2.6 Chapter Summary

We have presented a comprehensive survey on the issues and approaches to call ad-
mission control in the next-generation (e.g., 4G) wireless networks. Starting with the
general model and classifications of the CAC strategies, different CAC schemes pro-
posed in the literature (for cellular wireless, WLAN, WPAN) have been reviewed and
the challenges in designing efficient CAC schemes for 4G systems have been outlined.

To this end, we have introduced a two-tiered CAC architecture for 4G networks to
ensure QoS in both the wireless and the wired parts. In the general architecture, the
CAC decision should be based on both the call-level and the packet-level performance
metrics into account. We have given an example of a two-tier CAC scheme considering
two types of services (voice and data) based on this architecture. Data calls due to
vertical handoff from other types of networks have been also considered.

In this CAC scheme, for the wireless part a threshold-based mechanism is used to
provide higher priority to voice calls over data calls and adaptive bandwidth allocation
is used to increase utilization of channel resources by minimizing call blocking and call

dropping probabilities. The CAC component in the wired part uses a threshold-based
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policy for admission control to ensure packet-level QoS for the voice traffic through a
fair scheduling mechanism. The threshold can be adjusted to accommodate different
packet-level QoS requirements. Analytical models for performance evaluation of the
proposed CAC scheme have been outlined and typical numerical results have been
presented. Although in the example CAC scheme we have not explicitly considered
the packet-level QoS in the wireless part of the system, a model similar to the one
used in the wired part can be used for this purpose.

The following issues on call admission control for QoS provisioning in the future-

generation IP-based wireless mobile networks need to be addressed:

e Consideration of traffic shaping policies (e.g., using token-bucket shaper) at the
mobile nodes and optimizing the CAC policies accordingly. Specifically, consid-
ering the bursty nature of the data traffic, for given traffic shaping parameters,
dynamic bandwidth allocation and CAC policies can be devised (e.g., based on
intelligent traffic prediction techniques) so that the wireless resource utilization

‘can be maximized while satisfying the required QoS assurance.

e Pricing models for CAC in heterogeneous wireless access networks with a view
to maximizing the total revenue in the network while providing acceptable level
of QoS to the users.

e The end-to-end QoS should be considered for CAC. In our model, some feedback-
or measurement-based scheme can be used to adjust the threshold in the CAC
submodule in wired part to take the network condition of the DiffServ domain

into account.

e Analytical models for performance evaluation of CAC schemes under realistic

traffic patterns.
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Chapter 3

Service Differentiétion in Wireless
Networks: A Unified Analysis

3.1 Introduction

In addition to supporting best-effort data services, next-generation broadband wire-
less networks will need to provide quality-of-service (QoS) guarantee for multimedia
users. In essence, traffic scheduling is the major component to provide service differen-
tiation between (QoS-sensitive and best-effort traffic in the wireless access networks.
Several fair traffic scheduling disciplines based on generalized processor sharing [2]
were proposed in the literature [19]-[20]. Along with traffic scheduling, a CAC mech-
anism is also necessary to control the number of accepted connections to guarantee
that the performance requirements for all the admitted connections in the network can
be met. Again, adaptive multi-rate transmission (e.g., through adaptive modulation
and coding (AMC)) according to the wireless channel variations at the physical layer
would be a key feature of broadband wireless systems such as IEEE 802.16. Analytical
model for performance evaluation (at both the packet-level and the connection-level)
and engineering of broadband wireless networks is necessary which can incorporate
all these features into account in a unified way.

Packet-level delay performance in a polling-based wireless access network was ana-
lyzed in [21]. In [22], several types of CAC policies for mobile networks were presented
and analyzed. We observe that most of the works in the literature considered either
packet-level QoS or call-level QoS. Although the work in [23] proposed a model for
both call and packet-level performance analysis, but the authors did not take traffic

scheduling into account. In particular, packet-level performances depend not only
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on the radio link level transmission and error control mechanisms, but also on the
resource sharing mechanism among multiple users.

A resource allocation strategy, namely, enhanced staggered resource allocation
(ESRA) method, was proposed in [24] the objective of which was to maximize the
number of concurrent transmissions, so that the throughput can be maximized. How-
ever, the buffer dynamics at the radio link level queue (and hence the queueing per-
formance) was not analyzed. Effects of multi-rate transmission (achieved through
adaptive modulation and coding) on radio link level queueing performance were an-
alyzed in [25] for a single-user scenario (i.e., without scheduling).

In this chapter, we present a unified queueing analytical framework for a service
differentiation model in a wireless access network with scheduling and CAC. The
model considers two types of traffic, namely, QoS-sensitive traffic for real-time mul-
timedia applications and best-effort (BE) traffic for applications such as web and
e-mail. Two separate queues are used to accommodate the aggregated traffic from
the QoS-sensitive and best-effort flows. This configuration is compatible with the
DiffServ [1] model for service differentiation in which one queue is used for QoS-
sensitive flows (expedited forwarding, EF) and another one is used for best-effort
flows (assured forwarding, AF). A work-conserving traffic scheduling scheme based
on packetized generalized processor sharing (PGPS) is used to allocate the channel
resources between the QoS-sensitive and the best-effort flows in a time-slotted wireless
transmission scenario. To satisfy the performance requirements for the QoS-sensitive
flows, a threshold-based CAC scheme is used to limit the number of connection of
the QoS-sensitive queue while no admission control is used for the best-effort queue.

Moreover, the multi-rate transmission feature in the physical layer, which can be
achieved through adaptive modulation and coding (e.g., in IEEE 802.16 systems),
is also taken into account. Note that, the time-slotted transmission in this model
is consistent with the TDMA (Time Division Multiple Access)/TDD (Time Division
Duplex) mode in IEEE 802.16. In addition, the service differentiation model to
support both QoS-sensitive and best-effort traffic can be applied for provisioning of
both polling and best-effort services in IEEE 802.16.

From the analytical framework, the various QoS measures such as connection

blocking probability for the QoS-sensitive users, and packet dropping probability,
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average queue length, and packet delay distribution can be obtained for both the
QoS-sensitive and best-effort queues. In particular, the inter-dependencies among
the connection-level and the packet-level performance measures can be analyzed and
the parameters for the scheduling and CAC can be determined according to the QoS

requirements.

3.2 System Model and Assumptions

3.2.1 System Components

We consider a system with two transmission queues: QoS-sensitive queue and best-
effort (BE) queue. Fair scheduling is used to differentiate services between these
two queues. A threshold-based CAC mechanism is employed for the QoS-sensitive
queue to limit the number of admitted connections so that the performances for this
traffic type can be maintained at the desired level (Figure 8.1). Since performance
guarantee is not necessary for best-effort traffic, no CAC is applied to the best-effort
queue. The length of the QoS-sensitive queue is assumed to be finite, while the size
of the best-effort queue can be either finite or infinite, depending on the deployment

scenario.

Fair
/Best_eﬂo,t queue Scheduling

Base Station

Figure 3.1. System model.

In the physical layer, adaptive modulation and coding (AMC) is used to enhance

the transmission rate according to channel state information (CSI), and we utilize
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a finite state Markov chain (FSMC) channel model for the different transmission
modes of AMC. The transmission time is slotted and a time-division multiplexing
(TDM)-based channel access is assumed where a batch of packets can be transmitted
during one time slot depending on the channel condition (and hence the transmission
mode). Infinite persistent automatic repeat request (ARQ) is used to ensure reliable

data transmission.

3.2.2 Wireless Channel Model and Multi-rate Transmission

A finite state Markov chain (FSMC) model is used to represent multiple states of a
slow Nakagami-m fading channel where each state corresponds to one transmission
mode of AMC. With an NV state FSMC, the signal to noise ratio (SNR) at the receiver
7 can be partitioned into N 4 1 non-overlapping intervals by thresholds T',, (n €
{0,1,...,N}) where 't = 0 < I'; < ... < Ty41 = co. The channel is said to be in
state n if I'; < v < Tnyq, and in this state n bits are transmitted per symbol using
2"-QAM which corresponds to transmission rate n. To avoid possible transmission

error, no packet is transmitted when n = 0.

Assuming that the channel is slowly fading (i.e., transitions occur only between
adjacent states), the state transition matrix for the FSMC can be expressed as fol-
lows:

o0 0,1 0
(1,0 (11 C1,2 :
Pc=1] o 0 . (3.1)

(N-1,N-2 CN-1,N-1 CN-1,N

| 0 (N, N-1 (NN
The transition probability from state n to n' (n' € {n — 1,n,n + 1}) ¢y, average
SNR and average packet error rate (PER,) can be obtained as in [25]. Based on the
packet error rate, assuming an independent packet error process, the probability that
m out of n packets are successfully transmitted in one time slot can be obtained as

follows:

O = ( " )emu — 9™ ¢=1—_PER,. (3.2)
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3.2.3 Fair Scheduling

For the QoS-sensitive and the BE queues, we consider a fair scheduling mecha-
nism-which is based on the packetized version of the generalized processor sharing
(GPS) [2]. With this type of traffic scheduling, the service for each queue is governed
by the corresponding weight, and if both the queues are backlogged during period
[t1,%2), then %;% = —Z%;i , where ¢, and ¢, denote scheduler weights for the QoS and
the best-effort queue, respectively.

Due to the work conserving property of fair scheduling, if the number of packets
in one queue is zero, the another queue will receive the entire service. On the other
hand, if both queues are backlogged, each of them will receive service according to its
weight. The scheduling in our model is based on temporal fairness. Specifically, at
steady state if every flow is backlogged, the probability that the time slot is allocated

to a particular flow is determined by its weight.

3.3 Queueing Analytical Model

3.3.1 CAC for the QoS-Sensitive Queue

When a new connection arrives, the CAC algorithm checks whether the number of
ongoing connections is less than the predefined threshold T'. If it is true, then the
arriving connection is admitted, otherwise it is rejected. We assume that connection
arrival follows a Poisson process [22] with mean p and the connection holding time is
exponentially distributed with mean 1/u.

With mean rate p, the probability that a Poisson events occur in time interval %

is given by
e "(pt)®
f a (p ) = CL! *
If the length of the interval ¢ (i.e., a time slot) is very small compared to the connection
arrival rate and holding time, we can assume that there is at most one connection
arrival and departure in one time slot. Then, the probability transition matrix for

the CAC process is given by (3.4) where the elements inside matrix C expressed can

(3.3)
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be expressed by (3.5)-(3.6).

€0 Co1
€1 Ci,1 C1,2
C= Ci-li  Cig Cisit1 . (34)
Cr-2,7-1 CTr-1,T-1 CT-1,T
L Cr-1,T cT,T
_ Fl(p)v 1=0 _ fO(p)Fl(i:u‘), 1<i<T -1
Ciitr = ) . i1 = i ) (35)
Fi(p)fo(ip) 0<i<T—1. Ei(ip), i=T.
fO(p): =0
i =9 Fu(p)Fi(ip) + folp)fo(ip), 0<i<T -1 (3.6)
fo(ip), i=T.

Here, Fy(p) = 372, fi(p) denotes the complementary distribution for the number
of connection arrivals. Note that, this model is a special type of G/G/c queue in
which the customer departure process (c;;—1) is determined by the number of ongoing
connections (iu).

The steady state probability for the number of ongoing connections can be ob-
tained by solving w,C = 7, and m,1 = 1, where 1 is a column matrix of ones, g
is row matrix of steady state probability in which each column (ie., [m/].,,) corre-
sponds to the number of connections ¢ in the system (¢ = 0,1,...,T). Note that,
[mg); indicates the element at column ¢ of row matrix r,.

'The average number of connections in the system (¢) and average packet arrival
rate in the QoS queue® (A;) per time slot are calculated as follows:

T

t= Zc X [Tl A= }: (Mg x e % (Tqlor) (3.7

c=1
where ), is the average number of packet arrivals per time slot per connection which
we assume to be identical for all connections. This assumption is valid if the same
traffic shaper (e.g., leaky bucket) is used for all the connections. The connection
blocking probability (i.e., the probability that the system has T ongoing connections)

can be obtained as Py = [mg] ;.

'We use the terms ‘QoS-sensitive queue’ and ‘QoS queue’ interchangeably in this chapter.
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3.3.2 Fair Scheduling and CAC

We model the fair scheduling process with FSMC channel model by using a discrete-

time Markov chain. The state space of the system is

A={(Y,X,0), 0<Y < B,,0< X <B,0<C <N} (3.8)

where X, Y and C represent the number of packets in the QoS queue, the number of
packets in the best-effort queue, and the channel state, respectively. Since for real-
time traffic the delay has to be bounded, we assume that the size of the QoS-sensitive
queue is finite with B, packets. However, the size of the best-effort queue B can
be either infinite or finite depending on the system and service requirements and we

model both the cases in this chapter.

3.3.2.1 Model for the QoS Queue

While the packet arrival probability is obtained from truncated Poisson process with
maximum A packets can arrive in one time slot (i.e., A is obtained such that Fiy()) <
10~%), the departure process depends on the modulation level and the packet error
rate. With queue size By, the probability transition matrix Q, for the QoS queue,
when the number of packets in the best-effort queue is ¥, is defined as follows:

as®)

(v)

(¥)

dp,1 9,4
oy o o a¥)
(v) (v) (v) () W
ane dy,n-1 9NN AN, N+1 Ap4
Q= . ' . . (3.9)
q(zz,lgr-—N qgvy,l-l q(w% qiy,l-ﬂ q;f")‘l
L ng),Bq—N qg’j,ﬁq—l qu,Bq i

(v)

where the element q, 7, of matrix Q, is the probability that the number of packets

z,z’
in the QoS queue is z in the current time slot and it becomes z’ in the next time slot.

Let DY be the probability matrix corresponding to successful transmission of m
packets from the QoS queue when there are y packets in best-effort queue (m,n €

{0,1,...,N}), and this matrix can be obtained as follows:

[DS;Q]MM+1 = O y=0 (3.10)
[Df}?]m’n+1 = Omaym)y Y >0form=0,..., My(n) (3.11)



42

where 0, , is obtained from (3.2). Note that, the matrix DY is of the same size as
the channel state transition P.. M4 (n) is the function that return the number of
packets that QoS sensitive queue can transmit in channel state n, and Mz (n) denotes
the function that returns the number of packets that best-effort can transmit if both
queues are backlogged. These functions are chosen such that on average both queues
receive transmission rate according to their weights and therefore we can formulate

optimization problem as follows:

o ZnN=o (M(q)(”) ["Tc]n+1)
Minimize: — @q 3.12
H S nfd 312)
Subject to: Mg (n) € {0,1,...,N} (3.13)
M)(n) =n — Mg (n) (3.14)

where 7, is obtained from solving P.w, = 7, and mw.e = 1. This optimization can be
simply solved by enumeration method.

Now, the elements in the first and second parts of matrix Q, can be obtained as

follows:
@, =P Y (OY)DY forr=1,2,. . R (3.15)
a¥,, = Pcmfr(fa(xq)I)DS}{) fors=1,2,...,A (3.16)
¥ = chz(}a(xq)l) DY (3.17)

where m € {0,1,2,...,R} and a € {0,1,2,..., A} represent the number of packets
transmitted and the number of packet arrivals, respectively, I is the identity matrix
which has the same size as P..

Considering both the packet arrival and the packet departure events, (3.15), (3.16),
and (3.17) above represent the transition probability matrices for the cases when the
number of packets in queue decreases by r packets, increases by s packets, and do not
change, respectively. Note that, the maximum total packet transmission rate can be
greater than the number of packets in queue, and the decrease in the number of packets
cannot be less than the number of packets in the queue. Therefore, the maximum

number by which the number of packets in the queue can decrease is R = min (N, z).
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The third part of matrix Q, ({r = By— A+ 1,B,— A+2,...,B,}) has to
capture the packet dropping effect due to buffer unavailability. Let Qiyz)v 4; denote the

probability transition in the matrix Q, in the case that there is no dropped packets,
(3.15) becomes

A 4
(y) — Zi:s q((llz,’()li'i‘l’ z + s = Bq 3 18
qd:,a:+s - ( . )
0, T+s> B,
for z = By, for £ + s > B, and (3.17) becomes

A
(ya)c = q:(l:y—)l,a:—l + ch(cy:)v-}-z for z = B,. (3.19)

i=1

Egs. (3.18) and (3.19) indicate the case that the queue will be full if the number
of incoming packets is greater than the available space in the queue. In other words,
the transition probability to the state that the queue is full can be calculated as the
sum of all the probabilities that make the number of packets in the queue equal to or

larger than the queue size B,.

3.3.2.2 Model for the Best-Effort Queue

We assume that packet arrival probability of best-effort traffic is obtained from trun-
cated Poisson process in which the maximum number of packets that can arrive at the
best-effort queue in one time slot is A (i.e., A is obtained such that Fa(\) < 1074).
In particular, the probability of arrival of a packets (0 < a < A) can be obtained

from (3.3). Note that, unlike the QoS queue, there is no CAC for the BE queue.
The transition matrix for the entire system P with infinite queue size can be
expressed as

Po,o  Po,1 c Po,4
P10 Pia P12 e P14
P=|Prno -+ PNN-1 PNN PNN+1 (3.20)
Pyy-v = Pyy-1 Pyy Pyyt+1 " PyA

where the element py,s indicates that there are y packets in best-effort queue in this
time slot and it becomes 3’ in the next time slot. These elements are calculated based

on the model for the QoS queue.
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Similar to the model for the QoS queue, let E,, be the probability matrix cor-
responding to successful transmission of m packets from the best-effort queue (m =
0,1,...,Nand z=0,1,...,B,), and it can be obtained as follows:

[Em]:c(N+1)+n+1,x(N+1)+n+1 = Omn, z=0 (3.21)

. [En] o 1) tnt LoV 1)t = mMey(m)y &> 0form=0,...,Me(n) (3.22)

This matrix E,, is of the same size as transition matrix Q,.

The elements in matrix P can be obtained as follows:

Pyyr = Qy >, (falWDEn forr=12,..,R (3.23)
Pugts = Qy > (faCo)D)En fors=1,2,...,4 (3.24)
Pyy = QyZ(fa()‘b)I)Em (3.25)

where m € {0,1,2,...,R} and a € {0,1,2,..., A} represent the number of packets
transmitted and the number of packet arrivals, respectively. The maximum number
of successfully transmitted packets from the best-effort queue is R = min (N, ).

Egs. (3.23), (3.24), and (3.25) represent the transition probability matrices for
the cases when the number of packets in best-effort queue decreases by r packets,
increases by s packets, and do not change, respectively. Note that, all of these matrices
incorporate all possible combinations of transitions in channel states and the number
of packets in both the QoS and the best-effort queues. However, if the best-effort
queue is finite (i.e., By < o), the bottom part of matrix P (i.e., row By — A + 1 to
By) needs to capture the packet dropping effect. In this case, it can be obtained in
the same way as that for Q, which resulted in eqgs. (3.18) and (3.19).

3.3.3 Steady State Probability

To evaluate the QoS performance measures, the steady state probabilities for the
system states are required. If the size of the best-effort queue is finite, the steady
state probability of the system 7 can be simply obtained by solving 7P = & and
7wl = 1. The steady state probability 7(n,z,y) that the channel is in state n and
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that there are z and y packets in the QoS and the best-effort queues, respectively,

can be extracted directly from matrix 7 as follows:

T(n,2,y) = [Tlpney)» Where (3.26)
col(n,z,y) = (Yx B+ X (N+1)+@x(N+1)+n+1. (3.27)

In the case that the size of the best-effort queue is infinite, we apply matriz-
geometric method [28] to obtain the steady state probabilities. For this, we re-block
the matrix P to obtain the transition probability matrix in form as shown in Fig-
ure 3.2.

When the stability condition, namely, 6Zs1 > §Zg1, where § = 6Z, 1 = 1, and
Z =7y + 7y + Z is satisfied, then the matrix R, which is the minimal non-negative
solution of R = Zy + RZ; + R?*Z, can be determined such that m;,; = m;R. This
matrix R can be obtained iteratively from R(k + 1) = Zy + R(k)Z1 + R?(k)Z, until
IR(k+1) = R(K)|i; <€ Vi,j (e.g., € = 107%). Next, we calculate 7y and m; by
solving following equations:

U \'%

B[R] =
W Z; +RZ

:l , [71'0,7!'1] = {Wo,ﬂl]B[R], 71'01+7T1(I"R)—11:1.
(3.28)
Since r; consists of A — 1 states of different number of packets in the best-effort

queue, the steady state probability 7(n,z,y) can be extracted as follows:

w(n,z,y) = [m(x)}wl(nmy), where
col(n,z,y) = (i(z)x (A—1)x (B;+1)x (N+1))+

(Yyx (Bg+1) X (N+1))+(zx (N+1))+n+1
) x
i(z) = lZJ (3.29)
where i(z) determines the block for calculating steady state probability for z packets
in QoS queue.

3.3.4 QoS Measures

Packet-level QoS measures including the average number of packets in queue (ie.,
average queue length), packet dropping probability, average delay, and delay distri-
bution can be obtained based on the steady state probability m(n,z,y). However,
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Figure 3.2. Transition probability matrices.
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in the case that the size of best-effort queue is infinite, the calculation needs to be

truncated at B, = 7 such that 1 — ZLO Zfio =0 TN, 2,y) < e

3.3.4.1 Average Queue Length

The average queue length for the QoS-sensitive queue (T) and the best-effort queue
(g) are calculated as follows:

z_zx<zz n:cy)) 7= Zy(EZ nmy)) (3.30)

y=0 n=0 z=0 n=0

3.3.4.2 Packet Dropping Probability

The packet dropping probability can be obtained based on the average number of
dropped packets per time slot [29]. For the QoS queue, given that there are x packets
in the queue and the number of packet arrivals is s, the number of dropped packets
is s — (By — ) if s > By — «, and zero, otherwise. The average number of dropped

packets per time slot can then be obtained as follows:

B, N Bg A N
Tdrop = Z Z Z Z w(n,m,y) (Z [Qﬂw] n,j-}-l) (8 - (Bq - CE)) (331)

y=0 n=0 z=0 \ s=B;—c+1 j=0

where [qiyi%] is the element of matrix qg(cy;ﬂ at row ¢ and column j. The factor

2,

N )]
(Zj:o {qz,:z:+s:|n +1

1

) in (3.31) indicates the total probability that the number of

packets in the QoS queue increases by s when the number of packets in the best-effort
queue is y. This probability differs from the probability of packet arrival, because we
have to consider the successfully transmitted packet(s) in the same time slot as well.

After determining the average number of dropped packets per time slot, the prob-
ability that an incoming packet is dropped is given by Péf) = %’2, where Xq is the
average packet arrival rate at the QoS queue which can be obtained from (3.7).

For the best-effort queue, when the queue size is finite, this performance measures
can be obtained in the similar way. First, we obtain the average number of dropped

packets per time slot as follows:

Ydrop = Z Z Z ( Z m(n,z,y) <i Z [Py,y+s]k,z> (s~ (B~ y)))

y=0 n=0 =0 \s=B,—y+1 =0 j=0
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E = zx(N+1)+n+1
I = ix(N+1)+j+1

and then packet dropping probability is calculated as follows Péf) = yl/\’b‘lﬂ

3.3.4.3 Queue Throughput

The throughput (in packets/time slot) for the QoS queue and the best-effort queue
are obtained as 7, = A (1 — P?), 1, = \p(1 — P,

3.3.4.4 Average Delay for a Packet

Using the effective arrival rate, the average delay for a packet in the QoS queue (Eq)
and in the best-effort queue (dy) can be obtained by applying Little’s law as follows:
4,=Z =21

Mg b

3.3.4.5 Delay Distribution

We utilize the concept of absorbing Markov chain to determine the delay distributions
for packets in both the QoS queue and the best-effort queue (assuming that the size of
the best-effort queue is finite). The general form of the transition probability matrix

of an absorbing Markov chain is

10

Pas=
’ & Q

(3.32)

where €2 is the transient state transition matrix, and ® is the transition matrix
to absorbing state. Note that, if there is only one absorbing state, matrix ® can be
simply obtained from ® = 1—£21. Let o denote the initial transient state probability
matrix. The probability mass function and the distribution for the time required to

reach the absorbing state can be expressed as follows:

w-1
fay(w) = aQ¥ @1, Fg(W)=>_ faw). (3.33)
w=1

Based on matrix P in (3.20), we can establish the transient state transition matrix

for both the QoS queue and the best-effort queue assuming th at the absorbing system
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state is the state in which the number of packets in the queue is zero (i.e., the tagged
packet departs queue). The delay for a packet can be measured as the required
number of time slots (since the arrival of the packet) for the system to reach the
absorbing state. Specifically, delay is measured from the first timé slot that packet is
in the queue until that packet leaves the queue. Note that, in this case, there is no

arrival in that particular queue while the process moves towards the absorbing state.
For the QoS queue, we delete the first N +1 rows and columns in matrix Q, (from
(3.9)) fory =0,1,..., B, and then we have

1 o ... ... 0
1—po,ol Po,o
Poss = - R (3.34)
o 1- Zilio bnN—il |Bno ¢ DN
N = . -
| 1= 2 i=0PB,,By-il P, B-N D55, |

where Py, is obtained from the modified Q, without considering any packet arrival
(i.e., with Xq = 0). We can establish initial transient state probability matrix from
steady state probability 7 by deleting elements corresponding to m(n,0,y) and then
normalizing it by using

o= % where @ = [ #(0) #(1) .- ®(Bp) ] (3.35)

where 7 (y) denotes modified steady state probability matrix when there are y packets

in the best-effort queue which is obtained from

7~"(y) = { [Tr]y(N+1)(Bq+1)+N+2 [W}(y+l)(N+l)(Bq+l) } : (3-36)

For the best-effort queue, the transient state transition matrix is obtained by
deleting the first (IV + 1)(B, + 1) rows and columns of P so that we have

1 o ... .. 0
s /
Piol | P11
Pas=| ) ' ) (3.37)
Pnol | PNy - PynN

/ /
Pp,.B,-N Pg,B, |

where p;,,, is modified using A, = 0. The initial transient state probability matrix
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is obtained from

[ =) =@ - w(By) |
[ 7() =@ - =B |1

where 7(y) denotes the original steady state probability matrix for y packets in the

(3.38)

best-effort queue and can be obtained from

m(y) = [ [Tlywvanenn o Flernesney } (3.39)

3.4 Performance Evaluation

3.4.1 Parameter Setting

We consider adaptive modulation with five transmission rates (i.e., N = 5) where
the maximum transmission rate is achieved for 64-QAM. The values of a,, and g, for
fitting the packet error rate curve are the same as in [25]. The length of a time slot is
2 ms and the packet size is 1,080 bits. For fading channel, we assume a Nakagami-m
channel with parameter m = 1.1. The size of the QoS-sensitive queue is 30 packets
while that of the best-effort queue is infinite.

The assumed values for the other parameters are as follows: average SNR, 7 = 15
dB, ¢4 = 0.7, ¢p = 0.3, p = 0.4, p = 1/15, A\, = 0.2 packet per time slot per
connection, A, = 0.7 packet per time slot, # = 0.98 and CAC threshold 7' = 5. Note
that, we vary some of these parameters according to the evaluation scenarios, while

the rest remain fixed according to the aforementioned setting.

3.4.2 Numerical Results and Discussions

3.4.2.1 Impact of CAC Threshold on Connection-Level and Packet-Level

Performances

The connection blocking probability varies with connection arrival rate and CAC
threshold. It increases/decreases with increasing arrival rate/CAC threshold, which is
quite expected. Although a larger CAC threshold allows more number of connections
to be admitted, since the radio resource (i.e., transmission rate) remains the same,

packet-level performance degrades, for example, the packet dropping probability in
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the QoS-sensitive queue increases with increasing threshold. Also, for a particular
threshold, since the CAC mechanism limits the number of admitted connections to
that value, the packet dropping probability becomes constant after certain arrival
rate. Therefore, when the connection arrival rate is known, the CAC threshold can
be selected such that the desired packet-level performance can be guaranteed. We do

not plot these intuitive results for brevity.

3.4.2.2 Impact of Traffic Load on the Performance of QoS and BE Queue

As expected, the average packet delay increases as the connection arrival rate and Jor
the packet arrival rate in the QoS queue (p) increases (Figure 3.3(a)). Also, for
relatively small p, due to the work-conserving property of fair scheduling, the BE
queue would be allotted more than its assigned service rate. Therefore, smaller values

of p result in smaller average delay for packets in the BE queue (Figure 3.3(b)).

3.4.2.3 Effects of Physical Layer on the Queueing Performance

Figure 3.4 shows typical variations in packet dropping probability in the QoS queue
under different SNR and packet error rate. In this case, we can define matrix P.asa
function of average SNR, packet error rate and the maximum number of modulation
and coding level as follows P, = P, (7, PER,N ) The packet dropping probability
decreases as the average SNR increases, however, the rate of decrease becomes smaller
with increasing SNR. Also, the impact of channel quality on the queueing performance
at higher average SNR is less significant than that at lower SNR. Moreover, we observe
that smaller packet error rate results in smaller packet dropping probability. Even
though smaller packet error rate requires larger SNR threshold (i-e., lower modulation
level at the same average SNR), the impact of re-transmission mechanism for the
erroneous packets (i.e., due to the infinite persistent ARQ) is more significant on the
queueing performance.

3.5 Chapter Summary

We have presented a model for service differentiation between the QoS-sensitive traffic

and the best-effort traffic in wireless networks. In this model, fair scheduling is used
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to prioritize QoS traffic over best-effort traffic and a threshold-based CAC is used to
limit the number of connections for the QoS-sensitive service. A queueing analytical
framework has been developed for this service differentiation model which also takes
the multi-rate transmission feature in the physical layer also into account. From the
analytical model, various QoS measures (at both the connection-level and the packet-
level) can be obtained. The numerical results have shown that CAC combined with
fair scheduling can provide the required level of QoS to both the QoS-sensitive and
the best-effort traffic.
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Figure 3.3. Impact of connection arrival rate on average delay in (a) QoS queue,

and (b) BE queue.
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Chapter 4

Multi-Service Cellular Mobile
Networks with MMPP Call Arrival
Patterns: Modeling and Analysis

4.1 Introduction

In a wireless mobile network, two important performance parameters are handoff call
dropping and new call blocking probabilities. These refer to the probabilities that
a handoff call is dropped and a newly initiated call is blocked by the call admission
controller, respectively, due to the unavailability of radio channels. Since users are
more sensitive to the dropping of ongoing calls than the blocking of new calls, CAC
policies are generally designed such that the the handoff call dropping probability
is minimized. To analyze the network performance in terms of these parameters,
accurate and computationally efficient system model is required. Such a model can be
used to find optimal system configuration in an adaptive radio resource management
framework [31].

The evolving fourth-generation (4G) cellular networks will interwork with wireless
LANs and wireless PANs to provide ubiquitous network connectivity to the mobile
users with different classes of quality of service (QoS) requirements [32]. In such a
heterogeneous environment the call arrival patterns in a cellular network are expected
to be quite non-uniform and bursty. For such a network, a general performance model
is required which is able to capture the fluctuations in the call arrival rates and take

into account the existence of multiple classes of users.
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Performance analysis of a cellular wireless network for a single class of users was
presented in [3]. A model for performance evaluation of a multi-service cellular wire-
less network was proposed in [33] where the authors used a recursive formula approx-
imation followed by a Markov model to obtain new call blocking and handoff call
dropping probabilities as well as system utilization. The model can support arbitrary
channel holding time distribution (e.g., gamma and hyperexponential) by using phase
type distribution [28], even though the cost of using phase type distribution for arbi-
trary approximation is the larger matrix size. An approximation technique was used
in [34] to analytically model micro- and pico-cellular wireless networks with arbitrary
cell topology in a high mobility environment. The approximation is based on moment
matching of handoff events by using single cell decomposition analysis. The model
can approximate non-Poisson arrival rates and is suitable for heterogeneous traffic
environment.

A two-dimensional Markov model for performance analysis under threshold CAC
was proposed in [35]. In [36], a Markov model was used to analyze a dynamic channel
allocation (DCA ) scheme in which channels in a particular cell can be borrowed from
another group of cells. Performance measures were derived considering both single
class and two classes of users.

A performance analysis model for CAC in a mobile cellular network was presented
in [22] in which the channel holding time for new calls and handoff calls were assumed
to be non-identical and a two-dimensional Markov model was used to keep track of the
number of new calls and handoff calls in the system. A performance analysis model
based on Stochastic Petri Net (SPN) was proposed in [37] for multi-class mobile
networks with different QoS requirements in terms of number of channels needed,
channel holding time, and the number of guard channels. In [7], the concept of
fractional guard channel was proposed, where to make optimal resource usage, calls
are accepted with certain probability.

Our work in this chapter complements the above works in that we propose a
Markov model for performance analysis of a multi-service cellular wireless network
which captures the different arrival rates of new calls and handoff calls. Since the
amount of traffic in a cellular wireless network may vary depending on the time of

the day [38], using a pure Poisson arrival process is not enough to obtain accurate
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performance parameters of the network in terms of the new call and handoff call
blocking probabilities. Specifically, using the maximum/average call arrival rate for
performance analysis rﬁay result in over estimation/under estimation of call dropping
probabilities.

In the proposed model, this variation of arrival rates is taken into account by
using a Markov modulated Poisson process (MMPP) and multiple classes of users in
the network are considered through a multi-dimensional Markov model. Based on
this model, we present an optimization formulation to maximize channel utilization
while maintaining the ratio of the handoff call dropping probability and the new
call blocking probability below some desired level. We also adopt a computationally
efficient approach to solve the multi-dimensional Markov model so that on-line use of

the proposed model for system engineering would be feasible.

4.2 System Model and Analysis

4.2.1 Channel Allocation/Reservation and Occupancy Model

We consider a cellular mobile wireless network which uses a fixed channel allocation
scheme. Each cell has NV channels and we assume that the arrival of new and handoff
calls during time phase r follows Poisson distribution with rates A, and Ay, respec-
tively. We also assume that the channel holding time for both new calls and handoff
calls follows exponential distribution with mean 1/u,. For channel reservation, we
assume a guard channel scheme in which a fixed number of channels (N — K,) are
reserved for handoff calls during phase 7. For example, if N = 10 and K; = 8, then

2 channels are reserved for handoff calls during time phase 1.

4.2.2 Model for Call Arrival Rate with MMPP Arrival

Here, variations in the call arrival rate is modeled by an MMPP. The MMPP is a,
doubly stochastic process where the intensity of the corresponding Poisson process is
defined by the state of Markov chain. The parameters for the MMPP model for call
arrival can be defined as



58

P11 P12 - DPiR
po | Pt P pan (41)
Pr1 PrR2 °** PRR
AN,1 Am1
Ay = Az ‘ Ay = A2 _ (4.2)
ANR AHR

where Ay and Ay define the arrival rate patterns for new calls and handoff calls,
respectively, R is the maximum number of phases in the MMPP, p, , is a transition
rate from phase r to s, and A, is the arrival rate at phase 7. For this model, there
exists a matrix x such that xP = 0 and xe = 1, where e is column matrix of 1. The

mean arrival rate for this MMPP can be calculated as
A N = xANe (43)
)\H = xAHe. (4.4)
For example, if the transitions among the different phases are sequential and circular
(specifically, the system stays in each phase r with mean duration of 1 /Prr41 €XCEPE
in phase R for which the mean duration is 1/pg), the state transition diagram is as

shown in Figure 4.1. Such a model is able to represent the call arrival pattern with

a high degree of autocorrelation [38].

4.2.3 Single Class of Users and MMPP Call Arrival Pattern

According to the above MMPP call arrival model and channel allocation, the state
space for this Markov model (for a single class of users) can be defined as

A={(P,U;1<P<RO0<U<N)} (4.5)

where P and U represent the phase and the number of busy channels (i.e., the number

of channels used by ongoing calls), respectively. Then the transition matrix is given
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AO Bg

C; Ay B;
Cr A B
k ‘ k | k (4.6)
Cn-1 Ayo1 By
Cny Ay
Each row k of matrix Q corresponds to the number of busy channels. For the
elements in matrix Q (ie., Ag,A1,...,An; Bo,By,...,By_1;C1,Cs,...,Cy), the
rows correspond to the different phases of arrival. The size of each of these matrices

is R x R, where R is the order of MMPP model. In general, matrix Ax can be defined
as

a1 P12
k
P21 G395 P23

p3“,1 af',i Pii+1 (4.7)

k
PRr-1,r—2 QR_3Rp-1 PR-1L,R

k
PRR-1 QR R

where af’,is denote the diagonal elements of Ay, and are given as follows:

af; =—1x (Z by, + Zcﬁj + Z al;) (4.8)
vj Vi Vi
where af; is the element of matrix Ay. Note that, (4.8) is used to normalize the
transition matrix Ay in (4.7).
In (4.6), Ci and By, are diagonal matrices. The matrix C; corresponds to call
departure during a phase and its elements are ku;. Matrix By represents arrival of

new calls and handoff calls and its elements bf,i, i € {1,..., R} are defined as follows:

ANi+Amg, 0<k<K;
%=1 Ama K. <k<R (4.9)

0, otherwise.

Let 7 denote the matrix of steady state probabilities of the system. For example,

7(r,u) denotes the steady state probability of state (r,u), in which u channels are in
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use and the arrival phase is r, and this can be obtained as follows:

T(r,u) = [7] uxry4r (4.10)

where [m]; denotes the element at column i of matrix . From this steady state
probability, we can obtain new call blocking probability () and handoff call dropping
probability (P;) as follows:

P, = Z Z (T, u) (4.11)

Py => (r,N). (4.12)
Also, the channel utilization can be obtained as follows:

2L (D ur(r,w)

P, =
“ N

(4.13)

4.2.4 Multiple Classes of Users

For multiple classes of users, a multi-dimensional Markov model is required where
each of the dimensions in the model represents one class of users. For example, if
there are three classes in the system, the Markov model will have three dimensions.
To illustrate how to obtain the model, suppose we have two classes of users which
correspond to voice and data call, respectively. Each of the voice call requires ¢,
channels and each of the data call requires c; channels. In this case, the state space
becomes

A={(V,D);0<V <M,,0<D< My}, (4.14)

where V' and D represent the number of voice and data calls in the system, respec-
tively, and M, and My are the maximum number of ongoing voice and data calls,
respectively, which can be calculated as M, = |N,/c,] and My = |Ny/c;|. Note
that, IV, and NV, are the maximum number of channels that can be used by voice and
data calls, respectively.

The transition diagram of the model is shown in Figure 4.2. In this model, the
number of guard channels for voice calls is N,— K and that for data calls is Ny—K@),
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The mean arrival rates of new calls and handoff calls and the mean channel holding

time for voice and data calls are /\(Nv), )\g) , 1/p®), /\53), /\g), and 1/u@, respectively.

The transition matrix in this case is as follows:

-Ao By
C;, A
Cy Ay By

B,

Cumy-1 Am,—1 Baa
Cu Ay

v v

(4.15)

The rows of matrix Q correspond to the number of voice calls. Since the maximum

number of voice calls is limited by M, the maximum size of matrix Q is M, +1. Each
row of the matrices inside Q (i.e., Ag, Ay,..., Ap,;Bo, By, ..., Bas,-1;C1,Ca, ..., Cay,)

corresponds to the number of data calls in the system. Since the maximum number

of data calls is My, the maximum size of each of these matrices is M, + 1.

Let aﬁ ; denote items inside matrix Ay in (4.16). Matrices By, and Cy, are diagonal

with elements bﬁi and cﬁi, i € {0,..., My}, respectively. Then the values for a

kbl-c

37 Vi

and cf; can be expressed by (4.8), (4.17), (4.18), (4.19) and (4.20), where ® = ke, +icqy,
@' = ke, + (i + 1)cg, 0 = icg, and §' = (i + 1)eg.

a

——

k
Qg0

k
i,4—1

k
Qo1

k k
Qs ; Qi iv1

k k k
OMu—1,My—2  OMy—1,My—1 OMy—1,0M,

k k
aMded_l aMd,Md

MA@ 0< @ < K@

A9
0,

K9 <o <N,; K9 < <N

otherwise.

ixpd 0<®<N,;0<0< N,

0,

otherwise.

A4l 0<® < KW

29,
0,

K@ <®<N,;K®»<9<N,

otherwise.

(4.16)

(4.17)

(4.18)

(4.19)
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(4.20)

i

_ {kxw), 0<®<N,;0<8< Ny

0, otherwise.

Let m(uy, uq) denote the probability that there are u, voice calls and uy data calls
in the system. Then, the new call blocking probability for voice calls (Pb(”)) and data

calls (Pb(d)) can be obtained as follows:

P = > 7 (thy, Ug) (4.21)
K® <(uy+1)eptugeg <N
Pb(d) = Z (U, Ug). (4.22)

K@ <uyco+(ug+1)cg <N

The handoff call dropping probability for voice calls (Pév)) and data calls (Péd)) can

be obtained as follows:

P = > (U, ug), (4.23)
Ny <(uop+1)eptugea <N

P = > 7 (1o, Ug), (4.24)
Ng<(ug+1)egtupey <N

Also, the channel utilization is given by

Sy (0 (e + waca)m(wy, ua))
- .

P, = (4.25)

4.2.5 System with Two Classes of Users and MMPP Arrival
Pattern

In this section, we combine the two models described earlier to obtain the system
model for two classes of calls and MMPP call arrival patterns. Thus, the state space

of the system is
A={(P,V,D),1<P<R,0<V < |Ny/c,],0<D<|Ny/eq]} (4.26)

and the state transition diagram for the model with sequential and circular MMPP
is shown in Figure 4.3.
Let A(I:,’?T, A(H”?T, and 1/p (/\%’)T, Af{?},, and 1/ /1,1(-d)) denote the average values of new

call arrival rate, handoff call arrival rate and channel holding time, respectively, for
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voice and data calls in phase r of the MMPP, and K™ and K denote the number of
guard channels for voice and data calls, respectively. To obtain the transition matrix,
we have to replace the elements inside matrix Q in (4.15) for the two-class model by
those of the MMPP call arrival model.

In this model, the matrices inside Q (i.e., Ag,A1,...,Ap,;Bo,B1,...,Ba,—1;
C1,Cy,...,Cyy,) correspond to the number of data calls and the maximum size of
these matrices is My + 1, where M, denotes the maximum possible number of data
calls in the system. The rows of these matrices a’., b¥

5,47 T4

phases of the MMPP. Note that, these matrices are the elements of the matrices Ay,

and cf; correspond to the

By, and Cy, respectively.

The element at row r column s (i.e., [af j]rs) is defined as follows:

.89 ,,.. s
[afi],, = P . . . # (4.27)
y —1x (ZVT [bz,z] 8 + ZV,,. [C’i,i] s + Zr;és [am] T,s), r=2s8
)‘%,)T + Ag,)r’ (k x Cv) + (’L X Cd) < K,gd),
[af,i+1]r,r = AS,T, K9 < (k% ¢,) + (1 X cq) < Ny, (4.28)
0, otherwise

2%, ] ={ixﬂ$d)’ (k% ¢y) + (i X ca) < Nacg

ab, (4.29)

0, otherwise

where p, s is the element at row r column s of matrix P of the MMPP model and all
other elements are zero. The matrix af’z corresponds to the changes in the phases of
the MMPP, af;,; corresponds to data call arrival, and the matrix af;_; corresponds
to data call departure. Similarly, the elements of the matrices bfﬂ. and cf’i which are
used to represent the voice call arrival and departure, respectively, are obtained as

follows:

)\(Nv,)r + )‘g,)r’ (k X c'u) + (Z X Cd) < K7(-v)
(i), = N K < (kx e) + (i x cg) < N, (4.30)
0, otherwise

5] :{ Bx il (k) + (6% c) < Nocy

’ (4.31)
’ 0, otherwise.
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Let 7 (7, uy, uq) denote the steady state probability that there are u,, voice calls and
uq data calls in the system when the arrival phase is r. Then, the new call blocking
probability for voice call (Pb(”)) and data call (Pb(d)) can be obtained as follows:

R

JA Z Z (T, Uy, Ug) (4.32)

=1 g <(up+1)eotugca<N

R

Pb(d) = Z Z (7, Uy, Ug)- (4.33)

=1 gD <y cot(ugt1)ca<N

The handoff call dropping probability for voice call (Pé”)) and data call (Péd)) can be

obtained as follows:

PP =% S (r, 0, ua) (4.34)

r=1 st(uv'*‘l) XGIJSN

R
Péd) = Z Z (T, Uy, Ug)- (4.35)

r=1 Ng<(ug+1)xca<N
The channel utilization is given by
R M, M,
S Ty (0 (e + uaca)m(r, s, ua)

P, = . 4.

4.2.6 Calculation of Steady State Probabilities

In order to obtain the new call blocking and the handoff call dropping probabilities,
we have to calculate the steady state probability for each state. One way to calculate
these probabilities is by solving matrix v from the equations 7Q = 0 and we = 1,
where Q is the transition matrix obtained from our model, e is a column vector of 1,
and 7 contains the elements of (7, u), m(uy, uq), and 7(r, uy, ug) for the system with
MMPP arrival model and multiclass service. However, when the number of channels
in system becomes large, the size of matrix Q will grow rapidly.

The steady state probabilities can be obtained more efficiently by using recursion
(instead of solving the entire matrix) [39]. Following this approach, first we calculate
E; from

Er=Ar+Ce(-Ei)Bry 1<k<M (4.37)
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where Eg = Ay and Ay, By, and Cy are matrices inside Q, and M = N for the
MMPP arrival model and M = M, for the two-class model. The vector 75 which is
the element at column % of row matrix 7, can be iteratively calculated by using the

following equations:

ayEy =0 (4.38)
7 = M1 Cr(FEp), 0<k<M—1 (4.39)

M

> me=1. (4.40)

k=0

Starting with the matrix 7y, the other steady state probability matrices can be
obtained by using the above iterative algorithm.

4.2.7 Estimation of MMPP Parameters

To obtain the performance measures from our model, information related to call
arrival and channel holding time would be required. Formal techniques for trace
fitting and parameter estimation can be used to obatin these information from system
traces.

In [40], a trace fitting procedure for MMPP was proposed which takes both the
autocovariance and the marginal distribution into account. The MMPP model is con-
structed based on combining two basic MMPP models together, so that one MMPP
model (with 2© phases) is used to capture the autocovariance and the other (with X
phases) is used for marginal distribution.

The first step in this procedure is to estimate the autocovariance by using a
weighted sum of exponential functions. Next, the parameters of the MMPP model
with X phases are approximated within the constraint of autocovariance determined
before. Then, the complete model for the MMPP is constructed by superposing these
two basic MMPP models.

4.2.8 Optimal Number of Guard Channels

'To enhance the performance of the system, the number of guard channels for handoff
calls need to be dynamically adjusted according to the call arrival rate. For this, we

formulate an optimization problem with the objective of maximizing the utilization of
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the channel usage (P,) while maintaining the ratio between the handoff call dropping
probability and the new call blocking probability below some desired threshold. This
threshold (w), which essentially prioritizes handoff calls over new calls, is defined

through the grade-of-service (GoS) as follows:
GoS = Pb + de (441)

where w is the weight of handoff call dropping probability over new call blocking
probability and a typical value for w is 10 [41].

The optimization formulation for two-class of users is as follows:

Maximize P, (4.42)
subject to:
PO P
b( ) >w and % > w. (4.43)
Py Fy

From the analytical model for two-classes of users as presented in Subsection 4.2.4,
performance metrics such as channel utilization, new call blocking and handoff call
dropping probabilities for both voice and data calls can be determined as functions
of K® and K9, which denote the number of guard channels for voice calls and data
calls, respectively. Given the new call and handoff call arrival rate for both voice
and data calls, the optimal number of guard channels for both types of calls can be

obtained by enumeration method.

4.3 Numerical and Simulation Results

4.3.1 Parameter Settings

We use a 3-phase MMPP model for the incoming calls and it is arbitrarily chosen as

follows:
—-0.01 0.01 0

P=| 0 -001 001 (4.44)
002 0 —0.02



67

1 0.5
A= 2 AY = 1 (4.45)
1.5 0.5

where A(Hv) represents the arrival pattern of handoff voice calls (i.e., arrival rate in
phase r is A(H”?T = [A(Hv)] )- The arrival rate for new voice calls is defined as A(N”) =
oAy, where pis a measurfg of the intensity of new call arrivals. The arrival rates for
new data calls and handoff data calls are assumed to be 50% of those for voice calls,
respectively.

Figure 4.4 shows typical traffic traces for new call arrival which are generated by
using the MMPP model and the Poisson model for p = 1. For the Poisson arrival
model, the same mean rates (as calculated from (4.3) and (4.4)) as those for the
MMPP model are used. As is evident, the MMPP arrivals are more bursty than
those due to the Poisson model.

An event-driven simulator is used to obtain the performance results in a single-
cell environment. The channel holding time for both handoff calls and new calls
is assumed to be exponentially distributed. A threshold-based CAC method is used,
where the threshold is determined based on the number of guard channels. We assume
that the the number of channels available for voice and data calls is 30. A voice call
requires 1 channel and a data call requires 2 channels and the average channel holding

time for a voice and a data call is assumed to be 5 and 10 minutes, respectively.

4.3.2 Model Validation

To validate the correctness of the model, we compare the results obtained from this
model with those obtained by simulations. We set the threshold for voice and data
calls to 28 and 26 (i.e., K® = 28 and K@ = 26), respectively.

Typical variations in the new call blocking and handoff call dropping probabilities
with the intensity parameter p are shown in Figure 4.5. As is evident from Figure 4.5,
the simulation results follow the analytical results very closely. As the new call
arrival rate increases, the new call blocking and handoff call dropping probabilities
increase. However, since some guard channels are reserved for handoff calls, the
handoff call dropping probability for both voice and data calls are smaller than new

call blocking probabilities. Additionally, the performance results obtained for the
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traditional Poisson arrival process, with the same mean arrival rate as that for the
MMPP, are also shown in the same figure for comparison. Also, we observe that with
the traditional Poisson-based model, the performance measures are quite optimistic
and relatively different from the actual performance results when the call arrival
pattern is bursty in nature.

The performance results on new call blocking and handoff call dropping probabil-
ities are shown in Figure 4.6 for another scenario where the total number of data calls
is limited to 14. We observe that the handoff data call dropping probability in this
case increases significantly while both the voice call blocking and voice call dropping
probabilities decrease. This is due to the fact that lesser number of channels are now
available for data calls while more channels are available for the voice calls. This
shows the effect of prioritization of voice calls over data calls by limiting the number

of channels for data calls.

4.3.3 Performance Results with Optimization

Figure 4.7 shows variations in channel utilization along with the new call and handoff
call dropping probabilities with new call arrival rate for voice calls (i.e., )\(Nv)) when
the CAC threshold K (and hence the number of guard channels) for voice and data.
calls is obtained by using the optimization model, The value of w is set to be 10
in this case so that the ratio between the new call blocking and the handoff call
dropping probability for both voice and data calls can be maintained larger than 10
(Figures. 4.7(a) and (b)).

In this scenario, since the new voice call arrival rate increases, the number of
guard channels for voice calls will need to be increased to maintain voice call dropping
probability at desired level. Also, the number of guard channels for data calls will also
change accordingly so that the channel utilization is maximized while at the same
time maintaining the desired ratio between the handoff data call dropping probability
and new data call blocking probability.

We also present the results from a static (i.e., non-optimal) allocation, in which
we set K = 24 and K9 = 24 to minimize the handoff call dropping probabilities
of both voice and data calls. However, with these number of guard channels, the

system becomes conservative so that more number of new calls are blocked. With
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optimal setting, the ratio between the handoff call dropping probability and the new
call blocking probability can be maintained at the desired level, while achieving the
as much channel utilization as possible (Figure 4.7(c)).

The proposed framework can be used to determine the optimal number of guard
channels dynamically under bursty call arrival patterns (i.e., at the different phases
of MMPP). Figure 4.8 shows typical variations in new call blocking and handoff call
dropping probabilities under varying call arrival intensity (p), where the threshold K
for both voice calls and data calls in all the arrival phases is chosen dynamically based
on p. We observe that the ratio between new call blocking probabilities and handoff
dropping probabilities for both voice and data calls is maintained at the desired level
(ie., w =10 from (4.43)), while the channel utilization increases compared with that
for static guard channel threshold (e.g., for K = 24 and K¥ = 24 vr). The
improvement due to optimal guard channel thresholds is more significant at high
traffic load conditions. Therefore, based on the traffic load condition, the guard
channel thresholds can be dynamically adjusted to control the admission of new calls

so that the channel utilization can be improved.

4.4 Chapter Summary

We have presented a Markov model to analyze the new call and the handoff call
blocking probabilities under MMPP call arrival patterns in a multi-service cellular
mobile network. Analytical results have been compared with the simulation results
to validate the model and also have been compared with the results for the traditional
Poisson model for call arrival. Although the results have been shown only for voice
calls and data calls, the analytical methodology can be used for more than two classes
of users. We have observed that when the call arrival pattern is bursty in nature,
the analytical results for the MMPP-based call arrival model are much closer than
those for the traditional Poisson-based model. This observation suggests that the
traditional performance models of cellular wireless networks are not suitable for the
environment with the burst call arrival rate. Finally, our proposed analytical model
would be useful for radio resource allocation and CAC in future-generation wireless

mobile networks.
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Figure 4.3. Markov model for a system with two classes of users and MMPP call
arrival pattern.
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Figure 4.4. Typical trace of MMPP traffic arrival.
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Figure 4.5. Variations in (a) new call blocking probability (b) handoff call dropping
probability with different traffic intensity p (N = 30).
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Chapter 5

Adaptive Bandwidth Allocation in
Cellular Mobile Networks Under
Markov Call Arrival Process and
Phase-Type Channel Holding Time

Distribution

5.1 Introduction

In wireless mobile multimedia networks adaptive bandwidth allocation (ABA) [42] is
necessary to maximize the utilization of radio channels while keeping the quality-of-
service (QoS) of a multimedia call at the acceptable level. ABA can minimize the
number of blocked new calls and the number of dropped handoff calls by adjusting the
allocated bandwidth of ongoing calls and allowing the incoming calls to be serviced
without degrading the QoS of the ongoing calls below the acceptable level.

The performance analysis models for ABA were proposed in [58]-[59] based on the
assumptions that arrivals of new calls and handoff calls follow Poisson distribution and
the distribution of channel holding time is exponential. However, the distributions
for channel holding time of new calls and handoff calls are different from exponential
[22] and models such as sum of hyper-exponential (SOHYP) [43] and hyper-Erlang
[44] are more realistic than exponential-based models.

In this chaper, we propose an analytical framework for ABA in which call arrivals
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and channel holding time are modeled by Markov Arrival Process (MAP) [45] and
phase-type distribution, respectively. Due to the use of MAP, the framework is flexible
to capture autocorrelation in the incoming call process as well as the burstiness (e.g.,
through MMPP which is special type of MAP). The phase-type distribution is general
enough to represent many of the well-known probability distributions. We examine
the performance of ABA for two different CAC schemes, namely, the guard-channel
scheme [3] and the call thinning scheme [46].

Phase-type distribution was used in [47] to model service time of the calls in
cellular networks. The model with MAP call arrival was proposed in [48]. However,
these models were developed for mobile networks where the bandwidth allocation to
the calls is non-adaptive (i.e., static). In [49], phase-type models for different channel
holding time distributions such as SOHYP and hyper-Erlang were introduced so that
the parameters for the phase-type distribution can be obtained. However, fitting
techniques [50] can also be applied to the trace data with arbitrary distribution to

obtain the phase-type parameters.

5.2 System Model and Assumptions

5.2.1 ACA and CAC

We consider the wireless cellular networks in which bandwidth of ongoing calls can
be adjusted adaptively according to the states of the network. The total bandwidth
in a cell is constant and is denoted by c. We assume that the bandwidth for a
call ié chosen from a set of discrete values B = {by,bs,...,b,} where b; < by, for
1=1,...,n—1. The minimum and the maximum amount of bandwidth allocated to
a call is b; and by, respectively. The bandwidth requirement for a mobile is denoted
by breq (bn > breqg = b1). If the amount of bandwidth allocated to a mobile is less than
breq, then a degradation in call quality occurs, however, the call is not dropped.

We consider two schemes, namely, the guard channel scheme and the call thinning
scheme for CAC of new calls and handoff calls. In the guard channel scheme, a portion
of the available bandwidth is reserved for handoff calls. In other words, incoming new
calls are accepted if the number of ongoing calls in the cell is less than predefined

threshold 7. Hence, the bandwidth reserved for handoff calls is ¢ — 7.
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Call thinning scheme is the generalized version of fractional guard channel scheme [7).
We consider a thinning scheme in which a new call is admitted with acceptance proba-
bility . This probability is set according to the state of the network (e.g., the current
number of ongoing calls). Let a(z) denote the acceptance probability when the num-
ber of ongoing call is z. When a(z) > oz + 1), z € {0,1,...,¢— 1}, the number
of admitted new calls become thinner if the number of ongoing calls increases. The
advantage of call thinning scheme is the ability to smooth the traffic admission rate

rather than cutting the call acceptance at a certain level of load [46].

5.2.2 Bandwidth Adaptation Algorithm

We consider a fairness-based bandwidth adaptation algorithm [17] which works in
such a way that the allocated bandwidth to the ongoing calls will not differ from
each other by more than one step. The bandwidth of an ongoing call is also allowed
to be degraded below bandwidth requirement b,, to minimize new call blocking and
handoff call dropping probabilities.

The complete description of our bandwidth adaptation algorithm for guard chan-
nel scheme is shown in Algorithm 5.2.1. Let wgy,. and b,y denote the expected band-
width for an incoming call and the bandwidth vector of ongoing calls, respectively.
When a call arrives, the cell performs admission control by checking whether the total
number of ongoing calls is less than the threshold . If this condition is satisfied or
if the incoming call is a handoff call, the cell tries to allocate maximum bandwidth
to the incoming call; otherwise, the incoming new call is blocked. However, if the
available bandwidth is not enough to allocate maximum bandwidth to an incoming
call, the adaptation algorithm is invoked. The adaptation algorithm will randomly
select an ongoing call with the current maximum bandwidth (i.e., max(bgy.)) and de-
grade allocated bandwidth of that call one step. At this point, expected bandwidth
for incoming call increases one step. This operation is iteratively performed until the
expected bandwidth for an incoming call is equal to the current minimum bandwidth
of all ongoing calls (i.e., min(b,y.)). In contrast, if every call has the minimum band-
width by, none of the ongoing call can be degraded. Therefore, an incoming call is
dropped.

For call thinning scheme, line 1 of this algorithm would be changed to admit the
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Algorithm 5.2.1: ACA (inputs : type of incoming call, K, C, Cayie, €1, Cmaz)

if (((incoming call is a new call) and (number of ongoing calls < K))
or ( incoming call is a handoff call ))

(if available bandwidth > congs

then assign cpg, to incoming call

(Waize — 0

while max(cauc) > ¢1 and wgy, < min(cyy,)

then
do { decrease number of channels for the selected call by one

else
Walle “— Walle + 1
if weye >0
then accept incoming call with number of channels wgy;,

else reject incoming call

\
else reject incoming new call

new call based on a Bernoulli trial with probability a(z).

In the event that a call is terminated or is handed over to a neighboring cell,
the bandwidth of that call is released. In this case, some of the ongoing calls will
be upgraded to higher bandwidth level. Our upgrade scheme randomly selects a
call with the current minimum bandwidth or min(bgy.). The bandwidth of that call
is upgraded by one step. This routine is performed until all released bandwidth is
allocated or all of the ongoing calls have the maximum bandwidth (b,).

From our bandwidth adaptation algorithm, the number of calls (m;(B, ¢, z)) with

allocated bandwidth b; can be calculated from the number of ongoing calls z as follows:

o |, i-i
mz(B, ¢ :L') = \\bf;b_al:),‘l ) i=1+1 (51)
0, otherwise

where 7 = (B, ¢, z) = max{j|b; < ¢/z}. The number of degraded calls d(z), when
the number of ongoing calls is z, can be obtained from d(z) = m;(B,c,z), b < breg-

randomly select one call with number of channels max(cq.)
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The average bandwidth at the certain number of calls is calculated as follows:

- £ L l<r<]|e

bz)={ ° ]-bi+1J =T= "bz‘J (56.2)
b 2] 2 z.

For example, with total bandwidth/cell of 30 units, B € {1,2,3}, and b, = 2, when

the number of ongoing calls is 25, ms(B, 30, 25) = 5, m1(B, 30, 25) = 20, d(25) = 20,

and 5(25) = 1.2 units.

5.3 Formulation of the Queueing Model and Analy-
sis
5.3.1 Call Arrival and Channel Holding Time Distribution

For MAP arrival process, we use the matrices Cy, Cg, and Cy to describe the process
of a new call arrival, handoff arrival, and no arrival, respectively. The size of these
matrices is K X K where K is the number of states in the arrival process. Let )\g)
()\g,?), i,k € {1,..., K} denote the elements in Cp (Cp) corresponding to transition
from state i to k as a new call (handoff call) arrives. The elements \; x, 7 # k in matrix
Cy correspond to the transitions without any arrival. Since C = Cy+ Cy + Cy, the
diagonal elements of matrix Cy should be negative to satisfy the condition Ce = 0,
where e is column vector of 1.

We can obtain mpyap which is the steady state probability of MAP by solving
mmapC = 0 and myr4pe = 1. According to this steady state probability, the mean rate
of the new call and handoff call can be calculated from Ay = "Cye and Ay = 7C e,
respectively.

We use phase-type distribution to model the channel holding time, because it
is general enough to fit well-known channel holding time distributions (e.g., sum of
hyperexponential (SOHYP) and Hyper-Erlang). Also, with phase-type distribution
standard techniques (e.g., Quasi-Birth Death Process (QBD)) can be used to analyze
the system performances.

The phase-type distribution is defined by an absorbing Markov chain with k tran-
sient states and one absorption state. The parameters of phase-type distribution are

(8,8), in which S is the transition matrix of the transient states for M phases, and
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3 is the probability vector of each phase at time zero. The size of f and S are 1 x M

and M x M, respectively. Continuous phase-type distribution can be shown in matrix

S s°
2 2] o

form as

where the bottom row is the absorbing state and vector S° contains the rate to
absorption state from transient states. The probability density function (pdf) and

the mean of phase-type distribution can be obtained as follows:

f(z) = pe5=s° (5.4)
Z = B(I-SYe. (5.5)

There are two approaches to obtain the parameters of phase-type distribution for
a channel holding time: analytical and empirical approaches. An analytical approach
can provide a systematic method to obtain parameters [49]. In contrast, an empirical
approach uses the fitting technique [50] to obtain the parameters from the data set
and can be more flexible to be applied with arbitrary distributions (e.g., Gamma
distribution). In our model we use a general phase-type distribution, and therefore,

both approaches can be used.

5.3.2 Markov Model

As was shown in [22], the channel holding time for the new calls and the handoff calls
can be different. In our model we consider the number of new calls and handoff calls
separately while describing the the system states.

For guard channel scheme, the state space of the model is

A={(N,H/AP); 0<N<t0<H<e

(5.6)
1<A<K,1<P<M}

where N and H represent the number of new calls and handoff calls, respectively, P
and A represent the phases of departure and the states of arrival process.

For call thinning scheme, the state space of model is similar to that for the guard
channel scheme, but the maximum number of new calls is ¢ (0 < z,, < c). The system
state transition diagrams with the guard channel and the call thinning schemes are

shown in Figure 5.1 and Figure 5.2, respectively.
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Figure 5.1. State transition diagram for guard channel scheme where each state

represents the number of new calls x,, and the number of handoff calls zy,.

The rate transition matrices for both models have a block tri-diagonal form with

MAP arrival and phase-type service time, as shown in (5.7) below

AO Bo
D, A; B
Dk Ak Bk

Dy.i An-i By
Dy Ay

(5.7)

where each row of elements in matrix Q represents the number of new calls, thus,
N =t +1 for guard channel scheme and N = ¢+ 1 for call thinning scheme. The
rows of inside matrices (A, k € {0,...,N}, By, k€ {0,...,N—1}, and Dy, k €
{1,...,N}) represent the number of handoff calls. Since both the guard channel and

the call thinning schemes involve the arrival process only, the matrix Dy, representing

departure process of new call, are identical and diagonal in both models.

Let d{fl denote the diagonal elements of matrix D; when the number of new calls
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is k and the number of handoff calls is I. We obtain the following:

. {IC®(5xsgﬁn), I>1

ds = 5.8
) 1o ® (89), =1 (58)

where SY, B, and SY, 3, are the parameters of phase-type distributions for the channel
holding times of handoff and new call, respectively, ® denotes kronecker product
operator, and I¢ is an identity matrix with size the same size of matrix C.

For guard channel scheme, B; are the diagonal matrix with elements b?z,z) =I5 ®
Cn®Is,, k+1 <t where Cy is an arrival process of the new call. Matrix Ay is the
Markov process for handoff calls and is defined in (5.9), where af,; =15, ®Cy®Ig,
represents the arrival process and a’(cu_l) represents the departure process of handoff
calls, and are given by (5.10) and (5.11), where @ is the kronecker sum defined as
XoY=XoIy)+(Ix®Y).

Is, ®Ic ® (I x SB), 1> 1
éclz 1)={ (5.10)

Is, ® Ic ® (S9), I=1.
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315,0 ag,l
1,0 a]f,l ars
ak . af ak
Ay = 1i—1 ‘z,z {,z+1 (5.9)
alcc—k—l,c—k——2 af——k——l,c—k-—l alg—k—l,c—k
i a]cc—k—l,c—k alg—k,c—k
Pr; S ® Co 1=0
ak . — @?:1871@00@@2:1&1 O<i<t—Fkl+k<t (5.11)

@f:lsn@(CO“*'CN"‘CH)@@é:lSh l=t-k.

In call thinning scheme, the differences are at By, and af, which are the matrices
inside Ay. The matrices By, are diagonal with elements b,y = (a(k +1)Cx) ® Ls,.
The matrices af, are defined in (5.12). Note that, factors @Ll S, and @§=1 Sy, can
be approximated by using method in [51], so that the steady state probability can be
calculated more efficiently.

In order to obtain QoS measures of the adaptive bandwidth allocation, we have
to calculate the steady state probability for each state. One way to calculate these
probabilities is by solving matrix 7w from wQ = 0 and we = 1, where Q is the
transition matrix. However, when the number of channels becomes large, the size
of mafrix Q grows rapidly. Another way to solve the steady state probability is by

recursion as was proposed in [39]. Following this approach, first we calculate E;, from

Er=A; +Dp(-E;2)By1, 1<k<N (5.13)
DS, @ (Co+ (1 —alk+1)Cy) 1=0
afiy =14 @i S ®(Co+ (1 —a(k+1))Cn) @B, Sh O<l<ec (5.12)

Dr1 8@ (Co+ (1 —alk+1))Cy+Cr) @D, 81 I=c.

I
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where Ay, By, and Dy, are matrices inside Q, Eg = Ay, and N = ¢ for guard channel
scheme or N = c for call thinning scheme. The vector 7y contains the probability of
each state, which represents the number of new calls z,,, number of handoff calls z;,
state of arrival process a and phase of channel holding time p. This vector can be
calculated by using the following equations:

'n'NEN =0 (514)
T = 7Tk+1Dk_|_1(—-E,:1), 0 S k S N-1 (515)

N

> me=1. (5.16)

k=0

We can obtain the steady state probability from the last matrix at item N first and

then use the recursive algorithm to obtain all other probabilities.

5.3.3 QoS Measures

We consider five QoS measures, namely, the new call blocking and handoff call drop-
ping probabilities (indicating the proportion of failed incoming calls), average service
bandwidth of the cell, user outage probability [53], and call degradation probabil-
ity [58]. These QoS measures can be calculated from the steady state probability
7(Zn, 1), which is the sub-vector of &, by summing probabilities in all states of ar-
rival and all phases of channel holding time at the same number of new calls and
handoff calls.

e New Call Blocking Probability

In guard channel scheme, an incoming new call is blocked if the number of

ongoing calls is equal or greater than the threshold which is used to reserve
bandwidth for the handoff calls. Thus, we have

oy = 2 (@n, zn)e, || < 2 + T (5.17)

However, in call thinning scheme the new calls can be blocked randomly based

on an acceptance probability () and is given as follows:

Py =Y (1 — &(@n + z1))7(Tn, Th)e (5.18)

where a(z) is the acceptance probability when the number of ongoing calls is
.
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e Handoff Call Dropping Probability
Handoff call dropping probability is defined as the probability that handed over
calls from the neighboring cells is dropped. In our model, the handoff calls are
dropped only when all of the ongoing calls allocated with minimum bandwidth.
Therefore, the handoff call dropping probability is given by

Phd = 7T(.’L°n, a:h)e, l_b—c{J = Ty, + Th- (5.19)

e Average Bandwidth of the Cell
Average bandwidth of the cell indicates the expected bandwidth received by
all ongoing calls and depends on the number of calls in the cell. If there are a
few ongoing calls, the cell can allocate maximum bandwidth to every call. In
contrast, if the number of calls increases, some of ongoing calls will be degraded,
so that average bandwidth will be decreased. The average bandwidth of the cell

can be obtained from

beett = b(n, + zp)7(n, zn)e (5.20)
where b(z) is an average bandwidth when the number of ongoing calls in the
cell is z. Note that, in this model we assume that channel holding times are
independent of bandwidth allocated to the call.

e User Qutage Probability
User outage probability is the probability that the cell has at least one call
with bandwidth below the required level (b.;). The higher the user outage
probability, the more is the possibility that a call will receive bandwidth below

an acceptable level. The user outage probability can be obtained from

Pour = Z 71'(.’1)”, xh)e' (5'21)

{zn.@nll 52, I<en+an}

e Call Degradation Probability
Call degradation probability is the probability that the calls are allocated with
bandwidth less than the desired value bye,. It indicates the level of call degra-

dation and is given by

d(.’I) +$h)
Pag = ) mlomm) =

Vo ,V:L‘h

(5.22)
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where d(z) is the number of degraded calls when the number of ongoing calls

‘in the cell is z.

5.4 Numerical Results and Discussions

5.4.1 Parameter Setting

We assume that the available bandwidth per cell is 20 units, B € {1,2}, and breg = 2.
For the guard channel scheme 4 units of bandwidth are reserved for handoff calls. For

the call thinning scheme, the acceptance probabilities are set as follows:

L z € {0,..,13}
a(z) = ¢ —0.667z +3.167, z € {14,..,18} (5.23)
0, z € {19,..,20}.

According to (5.23), the cell throttles the incoming new calls linearly if it becomes
congested, (i.e., the number of ongoing calls lies between 14 to 18).

For arrival process, we use Markov Modulated Poisson Process (MMPP) which is
a special type of MAP. In MMPP, each state of an arrival has its own mean arrival

rate and the state transition changes the current arrival rate. We use the following

parameters
~1.02 0.02 0.66 0
“=1 o1 46}’ CN:[ 0 30}
N ‘ (5.24)
c._|034 0
H 0 15

for which the mean rates for new calls, handoff calls, and total calls are 1.06, 0.54, and
1.6 calls per minute, respectively. Traces of handoff call arrival generated from this
parameter setting are shown in Figure 5.3. The trace shows the burstiness of arrival
rate which cannot be captured by normal Poisson process. Since the calculation of
factors @le S, and ®§=1 Sp, is time consuming in case of phase type distribution,

we assume exponential distribution with mean 5 minutes for channel holding time.
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Figure 5.3. Traces of handoff call arrival based on the example MAP parameters.

5.4.2 Numerical Results

We obtain numerical results on the QoS measures from our model with MAP and
phase-type distributions (MAP/PH). Based on the matrices in (5.24), we obtain re-
sults when the the mean arrival rate of new calls is varied (Figures 5.4-5.7).

We observe that with adaptive bandwidth allocation, handoff call dropping prob-
ability can be minimized by adjusting the bandwidth allocation of ongoing calls.
Secondly, the arrival process and distribution of a channel holding time affect the
QoS performances in ABA environment.

Thirdly, as expected, as the mean arrival rate increases, the new call blocking,
handoff call dropping, user outage and call degradation probabilities increase while
the average bandwidth of the cell decreases.

Moreover, with the same mean and distribution for call arrival and channel holding
time, the observed QoS measures become different for the different CAC schemes.
Although the average bandwidth of the cell and the outage probability are similar
for both the guard channel and the call thinning schemes (Figures 5.5-5.6), the call

degradation probabilities in case of call thinning scheme are much smaller than those
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for the guard channel scheme(Figure 5.6). This difference comes from the fact that the
call thinning scheme uses an acceptance probability to smooth the admitted new calls
before the cell becomes congested. With the proper acceptance probability setting,
the call thinning scheme can be used to minimize call degradation probability which

is an important QoS measure of an ABA system.
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Figure 5.4. New call blocking and handoff call dropping probabilities for varying

mean of arrival rate of new calls.

5.5 Chapter Summary

We have presented an analytical framework for adaptive bandwidth allocation in
cellular mobile networks. We have used MAP for modeling call arrival and phase-
type distribution for modeling channel holding time. We consider the fact that the
distributions for channel holding time for the new calls and handoff calls can be
different. Two types of CAC (i.e., guard channel and call thinning scheme) have been
examined. Using the framework, various performance metrics (i.e., new call blocking
probability, handoff call dropping probability, average bandwidth of the cell, user
outage probability, and call degradation probability) have been derived.
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Figure 5.5. Average bandwidth of the cell for MAP/PH model.

The numerical results obtained from the model have shown that the ABA can
minimize handoff call dropping probability, while some calls might experience service
degradation below an acceptable level. We have observed that the call thinning
scheme is able to smooth the rate of admitted new calls to avoid congestion in the
cell.
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Figure 5.6. User outage probability of the cell for MAP/PH model.
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Chapter 6

Performance Analysis and
Adaptive Call Admission Control

in‘ Cellular Mobile Networks with
Time-Varying Traffic

6.1 Introduction

A system exhibits transient behavior when it is not in the steady state, i.e., during
the transition period until the system reaches an equilibrium state [54]. The transient
behavior is important especially for a time-varying system since the system may never
reach the steady state. Transient analysis based on Markov models is widely used
to compute performance measures in reliability analysis ([55]-[56]). Uniformization
is a well-known Markov-based transient analysis method with appealing properties
such as numerical stability and controllable computation error. Transient analysis
for cellular systems was used in [57] to investigate the time dependent packet-level
performance measures (e.g., packet blocking probability).

However, in cellular mobile networks it is also crucial to analyse call-level quality of
service (QoS) under different bandwidth allocation schemes (e.g., static and adaptive)
and CAC strategies. In case of static bandwidth allocation, the bandwidth allocated
to a call remains fixed over the entire connection period. Static bandwidth alloca-
tion is used mainly for voice and constant bit rate services. Alternatively, adaptive
bandwidth allocation (ABA) allows the bandwidth of ongoing calls to be degraded to
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accommodate handoff calls or more new calls. ABA techniques can be used for mul-
timedia services with flexible QoS requirements in which the transmission rate can be
varied by adjusting the encoding scheme. By using ABA, the number of blocked calls
can be minimized and the resource utilization can be increased. By using proper CAC
policies, call-level QoS for both static and adaptive bandwidth allocation systems can
be maintained at the acceptable level.

Performance analysis of a CAC scheme based on the guard channel concept was
done in [3]. Instead of using one value of threshold for admission control of the new
calls, the concept of fractional guard scheme was introduced in [7] (where a new call
is admitted with a certain probability) and the various types of CAC policies were
analysed in [22]. These models considered static bandwidth allocation and derived
the QoS performance measures including new call blocking and handoff call dropping
probabilities. Analytical models for performance evaluation of ABA were proposed
in [58]-[59] and QoS measures related to degradation of the service quality were ob-
tained. However, most of these models in the literature dealt with the steady state
behavior only and the models were developed for using off-line to obtain the QoS
performances under pre-determined system parameters.

We propose an analytical model for transient performance analysis of both static
and adaptive bandwidth allocation in cellular mobile networks under time-varying
traffic pattern. Based on the analytical model, using an optimization approach, we
also propose an on-line adaptive CAC mechanism which dynamically adjusts the
CAC threshold for new calls. Typical numerical results are presented and validated
by simulation.

The rest of this chapter is organized as follows. Section 6.2 describes the system
models for both static and adaptive bandwidth allocation under time-varying traffic.
The transient analysis method (i.e., uniformization) is presented in Section 6.3. Sec-
tion 6.4 presents an on-line adaptive CAC method based on numerical optimization.
The results from the analytical models and simulations are presented in Section 6.5.

Conclusions are stated in Section 6.6.
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6.2 System Model Under Time-Varying Traffic

6.2.1 Call Arrival and Bandwidth Allocation

We assume that both new and handoff call arrivals follow Poisson process and the
channel holding time is exponentially distributed. However, the arrival rates for both
new calls and handoff calls as well as the channel holding time are time-varying.
We consider both static (i.e., the bandwidth allocated to each call is static and is
determined at the call initiation time) and adaptive bandwidth allocation (i.e., the
bandwidth allocated to the ongoing calls can be adjusted according to the state of
the network).

When a call arrives, a CAC policy is responsible to make a decision on accepting or
rejecting an incoming call. Since the users are more sensitive to dropping an on-going
call than blocking a newly initiated call, some portion of bandwidth is reserved for
handoff calls. We assume a guard channel scheme [3] in which out of the C' bandwidth
units in a cell, ¢ — K units are reserved for handoff calls in order to minimize the

handoff call dropping probability.

6.2.2 Analytical Model for Static Bandwidth Allocation Un-
der Time-Varying Traffic

The continuous finite state Markov chain model for static bandwidth allocation with
guard channel-based CAC (i.e., new calls are accepted only if the amount of band-
width used by ongoing calls is less than the threshold K(t)) is shown in Figure 6.1.
Note that, the arrival rate of new calls Ay(t) and handoff calls Ay (t) as well as the
channel holding time for both types of calls 1/u(t) are time-varying. Moreover, the
amount of bandwidth reserved for handoff calls is adjustable in each time interval.
The state space of this model is A = {(z), 0 <z < C}}, where & represents the
number of ongoing calls. The infinitesimal generator matrix for this Markov process

can be expressed by (6.1) as follows:
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Q0(t)  go1(t)
qa0(t)  @a(t) qet)
Q) = Gi-1(t)  @i(t)  Gaga(2) (6.1)

go,o-1(t) goc(t)

where
An() +Ag(t), i€{0,1,..., K —1
Aur(t), ie{K,...,C—1}
Gii(t) = 3 —Ag(t) —iu(t), i€ {K,...,C =1} (6.3)
Gi-1(t) = u(t), i€ {1,...,C} (6.4)
A0+ A A0+ Ay) IO+ Au() A An(®)
-~ V! " V)
A\ [\ coo |\ K/O ©o0 w
H) 2.u(y) KWu@®) EKO+Dp®)  Cu@)

Figure 6.1. Markov chain model for static bandwidth allocation under time-varying

traffic.

Let 7-(t) = Pr{z(t) = 7} be the transient probabilities that the system stays in
state r at time ¢ conditioned on the initial state. We can obtain the new call blocking
probability p5i#e(t) and the handoff call dropping probability p§iete(t), at time ¢ as
follows:

‘ c
P e(t) = D m(t) (6:5)
r=K
Phd "*(t) = mc(t). (6.6)
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6.2.3 Analytical Model for Adaptive Bandwidth Allocation
Under Time-Varying Traffic

Let us assume that a call can be allocated bandwidth from the set B = {b1,b,...,b,}
in which b; < b;+1, i € {1,...,n—1}. Then, the minimum and maximum bandwidth
for a-call are b; and by, respectively. However, because of the adaptation algorithm,
bandwidth of the call might be degraded below the target level which is defined as
biar (60].

We consider the fairness-based bandwidth adaptation algorithm (BAA) proposed
in [17]. With threshold K|, if a new call arrives and the bandwidth used by ongoing
calls is larger than K, the incoming call is rejected. Otherwise, the cell tries to allocate
the maximum possible bandwidth to the incoming call. However, if the available
bandwidth is not enough, the BAA is executed. The BAA degrades the bandwidth of
an ongoing call (randomly chosen) with the current maximum bandwidth by one step.
This degradation process is iteratively performed until tﬁe free bandwidth is equal to
the current minimum bandwidth of all ongoing calls. The incoming call is accepted
and allocated with the free bandwidth. However, if every call has the minimum
bandwidth b; (and hence no bandwidth adaptation is performed), the incoming call
is rejected.

In the event that a call is terminated or a handoff occurs, the bandwidth of
that call is released. Then, the bandwidth of some ongoing calls are upgraded. The
upgrade scheme randomly upgrades a call with the current minimum bandwidth until
all released bandwidth is allocated or all of the ongoing calls have the maximum
bandwidth (b,,).

Considering the fact that the distributions for the channel holding time of new
calls and handoff calls can have different means [22], especially in the environment
with a variety of mobile platforms [61], the system state should describe both the

number of new calls and handoff calls, so that the state space can be expressed as
A={(N,H)0<N<C,0,<H<C} | (6.7)

where N and H represent the number of ongoing new calls and handoff calls, respec-
tively. The corresponding Markov chain is shown in Figure 6.2, where the new call
and handoff call arrival rates at time ¢ are denoted by An(¢) and Ag(t), respectively.
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‘The distributions of channel holding time for new calls and handoff calls have means
1/un(t) and 1/pp(t), respectively. Note that, in Figure 6.2, the states shown in
dotted-lines are unreachable states and have transition rate equal to zero. Normally,
these states can be eliminated from the model. However, to simplify the transient
analysis and to keep the size of the infinitesimal generator matrix Q(t) constant at
all time these states are retained.

The generator matrix for this model is in block tri-diagonal form and can be

expressed as

[ Ao(t) Bo(?) '

Di(t) Ai(t) Ba(t)

Q(t) = D;(t) A;() Byt (6.8)

Dc_1(¢) Ac-i(t) Be-aft)
Do(t)  Ac(t) |

where each row in matrix Q(¢) represents the number of new calls. The matrix
D;(t), representing departure of new call, is diagonal. Let d{’ ;(t) denote the diagonal
elements of matrix D;(t) when the number of new calls is j and the number of
handoff calls is [ at time t. We have {l,l)(t) = jun(t), 7 < K. The diagonal
matrix Bj;(t) represents the arrival of new calls and the diagonal elements of this
matrix can be expressed as b{l,l) (t) = An(t), 5+ 1 < K(t). The rows of the matrices
A;(t), 1€{0,...,C}, Bs(¢t), j €10,...,C~1}, and D;(¢), j € {1,.. ., C} represent
the number of handoff calls. Matrix A;(¢) is the Markov process for handoff calls at
time ¢ and is defined in (6.9),

ado(t) alut)
ajl,O(t) §11,1(t) a{_,z(t) _
a{,l—l (t) ag,z (t) ag,z+1 ®)

J 7 J
ag_j_1,0-j-a(t) Ac_j-1,0-j—1 Ao—j-1,0-5

J J
A0—j-1,0-j  FC-jc—j

(6.9)
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—jpn(t) = An(t) — Au(t) 1=0
al (1) = —Jun(t) = An@E) = Ap@) —lpg(t) 0<I<K—jil+j<K (6.10)
“0 —jun () = Aer(t) — lpar (£) 0<l<K-jl+j>K ’
=jun(t) = lpa(t) l=K-—j

where a{’l +1(t) = Ag(t) represents the arrival and a{z,z-n (t) = lpg(t) represents the

departure of handoff calls and ay (t) is given by (6.10).

o

< hzw(t) MU( )

Auf?)

=
=
( >\’;{N(t) ..... _

Un(t) 2un(®) Kuntyp 0

Figure 6.2. Markov chain model for adaptive bandwidth allocation under time vary-
ing traffic in which the name of the state denote the number of handoff and new calls,

respectively.

Let mww)(t) = Pr{n(t) = u,h(t) = v} be the transient probabilities that the
system has u new calls and v handoff calls at time ¢ conditioned on the initial state. We
can obtain the QoS measures including new call blocking probability p%(t), handoff

call dropping probability pf(t), and call degradation probability Daeg(t) (defined as
the probability that any calls are allocated with bandwidth less than target level by,,)
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[58] at time ¢ as follows:

pr(t) = Yo T (6.11)
{(wo)l | £ | <uto}
aba C
Pha'(t) = Ty (8), bl = u+tv (6.12)
d(u +v)

Paeg(t) = ) Tup)(2) (6.13)

U+ v

where d(z) is the number of degraded calls when the number of ongoing calls in the

cell is .

6.3 Transient Analysis

In the model for static bandwidth allocation under time-varying traffic, let 7, (0, ) =
Pr{z(t) = r|z(0) = r0} be the probability that the system is in state 7 at time ¢
given the initial state 70 at time 0. If we consider the system at time t, we have
m-(t) = Pr{X(¢) = r} which is conditioned on the initial state. These transient
probabilities are the elements of m(t) = [mo(t), m1(2), ..., mc(t)] which is a row vector
of the state probability distribution at time ¢. To calculate 7 (t), we have to solve the
Kolmogorov-forward equations in (6.14) which can be expressed in the matrix form
as in (6.15).

EddeOT(t) = —qo,0(t)o(t) + go1 (£)mo(t),
@aizgt—) = ~mi(0)gii(t) + mi(t) (@1 () + 4:i-1(2)), 1€ {1,...,C—1}(6.14)
@dgt(i) —ge,c(t)ma(t) + goo—1(t)me(2),

an(t) _

—5 = T(HQ(). (6.15)

By solving (6.15) based on the assumption that the elements in the generator

matrix are constant in time interval [0,£) or Q(t) = Q, we have

w(t) = 7(0).eQ". (6.16)
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‘The Uniformization technique [81] (also called Jensen’s Method or Randomization
Method) is a general and efficient way to obtain the solution from this equation. In

this technique, the new transition probability matrix P is defined as

_Q
P_K+I (6.17)

where A > min; (|g;4[). In other words, A is greater than or equal to the absolute

value of the minimum diagonal element in Q. Therefore, we have

ﬂ'(t) 7‘.(O)B(P—I)At — ﬂ(O)ePAte_At

= 71-(0) Zn—o prdd” (At -—At‘ (618)

However, to reduce the computation time, the limit of summation & is to be set such

that the truncation error remains below e. That is,

A
ZP"( t) (6.19)
n=0
where 5
1—e™)" @7;—) <e (6.20)
n=0 :

In the case that the call arrival rate and the mean channel holding time are time-
varying, let P(¢;) be the transition probability matrix of the process Q(t;), whose
elements are constant in [¢;,¢;;). After uniformization we obtain the transient prob-

ability at time ¢; conditioned on the previous time ¢;_; as follows:

w(t:) = w(tios ZP” (At) e, (6.21)
n=0
The same technique can be used for transient analysis in the case of adaptive band-
width allocation.

The challenge of using uniformization is how to choose the length of iteration
to determine the transient behavior. If the length is short, the model may provide
accurate results but the total computation overhead would be high. Techniques such
as finite-difference methods [54] and adaptive uniformization [63] were proposed to
minimize the computation time. However, to make the analytical model simple, we

use fixed length of iteration which is short enough to obtain accurate results.
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6.4 Adaptive CAC

In this section, we propose an adaptive CAC policy based on the transient analysis.
In our model an incoming handoff call is accepted if there is enough bandwidth
available (in case of static bandwidth allocation) or there are some calls which can
be degraded (in case of adaptive bandwidth allocation). In contrast, admission of
new calls is controlled by the threshold K which is calculated dynamically by using
numerical optimization.

The objective of the proposed adaptive CAC policy is to minimize the increase in
call-level QoS measures such as new call blocking probability (under both static and
adaptive bandwidth allocation) during successive adaptation intervals (e.g., ts—1 and
ts) by adjusting the threshold K. The near-optimal solution for the threshold K (ts)
is obtained by using enumeration method. To obtain the solution, we assume that
the arrival rates of new calls and handoff calls during the next adaptation interval
are known in advance. Estimation techniques such as Kalman filtering [31] can be
applied to project these arrival rates. The solution of K (ts) is obtained by solving
the optimization problem based on matrix Q(t,).

In case of static bandwidth allocation there are two main QoS measures: new
call blocking and handoff dropping probabilities. Since the handoff calls have to be
prioritized over new calls, the handoff call dropping probability is to be kept below
the acceptable level 745, while the increase in new call blocking probability should

be minimized. Hence, the optimization problem is formulated as follows:

minimize pZe(t,, K (t,)) (6.22)
subject to:
Prd"(ts, K (ts)) < Ti™ (6.23)

where pie(t,, K (t,)) and p§ietie(t,, K (t,)) are defined as functions of time ¢, and
guard channel K (i,).

In case of adaptive bandwidth allocation, the handoff call dropping probability is
still the most important QoS measure. However, the new call blocking probability can
be improved by allowing the bandwidth of ongoing calls to be degraded. Therefore,
the handoff call dropping probability and new call dropping probabilities are main-

tained below the acceptable levels 725% and 732, respectively, and the increase in call
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degradation probability should be minimized. Therefore, the optimization problem

in this case is formulated as follows:

minimize Pgeg(ts) (6.24)
subjéct to
Phi'(s:) S Tig* and pi*(s:) < ke (6.25)

Alternatively, the constraint in the above optimization problem can be modified if we
want to maintain the call degradation probability below a certain level Tdeg, in Which

case the objective would be to minimize the increase in new call blocking probability.

6.5 Numerical and Simulation Results

We assume that there are 40 bandwidth units per cell and each call uses 2 units. Also,
there is no ongoing call at time zero i.e., w(0) = [1,0,...,0]. The length of iteration
for the transient analysis is set to 1 minute. The arrival rate and channel holding
time of new calls and handoff calls as well as the threshold K are set according to
the evaluation scenarios.

For the case with static bandwidth allocation, we set the threshold K to 36 band-
width units. That is, if the bandwidth used by ongoing calls in the cell is equal or
greater than 36 units , an incoming new call will be blocked. The new call and the
handoff call arrival rates are 3 and 2 calls per minute, respectively. The average chan-
nel holding time for both types of calls is 5 minutes. Figure 6.3 shows the new call
blocking and the handoff call dropping probabilities from both steady and transient
state analyses.

-We observe that the system spends around 12 minutes in the transient state before
reaching the steady state where p3i®® and pi9® are 0.4829 and 0.071, respectively.
The simulation results confirm the convergence of the new call blocking and handoff
call dropping probabilities. It is evident that the steady state analysis might not give
the accurate results if the system is not in steady state.

In case of time-varying arrival rates of new calls and handoff calls (for the trace
shown in Figure 6.4), the new call blocking and the handoff call dropping probabilities
are shown in Figures 6.5-6.6 when the threshold is fixed at K = 36. The same perfor-
mance measures are shown in Figures 6.7-6.8 when the threshold K (t) is adaptively
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Figure 6.3. New call blocking and handoff call dropping probabilities from transient
analysis (DF5™°(t) and piste(t)), steady state analysis (pSi and pi#tc) and simula-

tion (pny stm and prg sim).

adjusted (as shown in Figure 6.9) according to the proposed adaptive CAC. In this
case, we set the length of adaptation interval to 1 minute and 75§ = 0.05.

We observe that with dynamic adjustment of the threshold the handoff calls drop-
ping probability remains below the acceptable level (0.05) and also the new call block-
ing probability decreases during some periods (e.g., during periods 15-25, 35-25, and
55-60 in Figure 6.5 and Figure 6.7). The reason is that when the arrival rate of
handoff calls decreases, some of the reserved bandwidth C' — K (¢) can be yielded to
the new calls, so that the blocking probability becomes smaller. We also observe that
most of the time the results from transient analysis agrees with simulation results
rathe'r than with those from steady state analysis.

For adaptive bandwidth allocation, we assume that there are 30 bandwidth units
per cell, B € {1,2} and by, = 2. The arrival rates are as shown in Figure 6.4
and the average channel holding times of new call and handoff call are 4 and 6
minutes, respectively. Figure 6.10 shows the results for the proposed adaptive CAC



105

3.5 T T

— new rate
— — hand rate

calls per minute
INd
()]
Y

N
T

1.5

0 10 20 30 40 50 60
time (minute)

Figure 6.4. Traces of new call and hand off call arrival rates.

with acceptable handoff call dropping probability of 0.02 (T2 = 0.02) and new call
blocking probability of 0.1 (12® = 0.1). The objective here is to minimize the increase
in call degradation probability.

Figure 6.11 shows typical results for the adaptive CAC with constrained call degra-
dation probability of 0.35 (74e, = 0.35). The objective function in this case is to
minimize the increase in the new call blocking probability. We observe that with
ABA the new call blocking and handoff call dropping probabilities are smaller than
those in the static bandwidth allocation case because of the use of the bandwidth
adaptation algorithm.

With adaptive CAC, the handoff call dropping, new call blocking, and call degra-
dation probabilities can be controlled by applying numerical optimization technique
with the transient analysis model. However, there are some discrepancies between
the analytical and the simulation results. Our hypothesis is that the length of itera-
tion of uniformization might not be suitably chosen. To alleviate this problem, some

advanced technique (e.g., adaptive uniformization) will be investigated in our future
work.
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Figure 6.5. New call blocking probability from steady state analysis (pSiete), transient

static

analysis (p3g™°(t)), and simulations (pny sim) when the threshold for new calls is fized.

6.6 Chapter Summary

We have presented a framework for analyzing the call-level transient performances
of cellular mobile networks under time-varying traffic pattern. The uniformization
technique has been used to obtain the call-level QoS parameters under both static
and adaptive bandwidth allocation. Based on the analytical model, we have also
developed a threshold-based on-line adaptive CAC scheme. Numerical results from
both the steady state and the transient analyzes have been compared. The results
have shown that the system spends some period of time in transient state before
reaching the steady state, and therefore, transient analysis is needed to obtain the
accurate QoS performances during certain period of time. In addition, our proposed
adaptive CAC can successfully control the QoS performances at the desired level
under time-varying traffic, even thought the performances of our proposed guard

channel adaptation is slightly better than that of static scheme.
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Figure 6.6. Handoff call dropping probability from steady state analysis (piietic),

transient analysis (piif"*(t)), and simulation (prg sim) when the threshold for new

calls is fized.
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Figure 6.8. Handoff call dropping probability from steady state

0.25

" 0.2

probability
e
o

0.1

0.05

—— Py Static
o Prg (t) static
x  Pygsim i

time (minute)

109

analysis (pitatic),

transient analysis (p™°(t)), and simulations (png sim) for the proposed adaptive

CAC policy.
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Chapter 7

A Novel Analytical Framework for
Integrated Cross-Layer Study of
Call-Level and Packet-Level QoS in
Mobile Wireless Multimedia
Networks

7.1 Introduction

To guarantee quality-of-service (QoS) in a wireless mobile multimedia network, CAC
is crucial to decide whether an incoming connection can be accepted or not. This
decision is made based on the QoS requirements of the users and the state of the
network. In such a network, the call level QoS metrics (e.g., new call blocking and
handoff call dropping probabilities) as well as the packet-level QoS metrics (e.g.,
packet dropping probability and packet delay) need to be maintained at the desired
level. Again, in a wireless multimedia network adaptive channel (or bandwidth)
allocation (ACA) can be used to maximize the utilization of radio channels while
maintaining the QoS requirements of the calls at the acceptable levels.

In this chapter, we present an analytical framework to investigate the impacts
of CAC and ACA on the call-level and the packet-level performances in a multime-
dia mobile wireless network using adaptive modulation in the physical layer. We

consider three types of traffic, namely, real-time (e.g., voice), non-real-time and best-
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effort traffic (e.g., file transfer), which are modeled by Markov modulated Poisson
process (MMPP), Poisson process, and batch transmission process, respectively. In
our system model, a guard channel scheme [3] is used for CAC to prioritize handoff
calls over new calls, and a fairness-based ACA algorithm is applied to allocate avail-
able channels to the ongoing calls. In the data link layer, finite drop tail queueing
is used for non-real-time traffic. In the physical layer, we use finite state Markov
channel (FSMC) model to capture adaptive modulation and coding (AMC) in a Nak-
agami fading channel. AMC is considered here to enhance the transmission rate by
changing modulation level according to the channel quality, i.e., the signal-to-noise
ratio (SNR) at the receiver.

Using the analytical model, various packet-level QoS performance measures of
non-real-time traffic (e.g., packet dropping probability due to the lack of buffer space,
average queue length, average delay, throughput, and delay distribution) are obtained.
For real-time traffic, packet loss due to delay transmission is obtained. For best-
effort traffic, we derive the delay distribution corresponding to transmission of fixed-
sized files. The impact of user mobility on the packet-level performances is also
demonstrated. The presented analytical model is validated by extensive simulations.
Also, we demonstrate the application of the proposed model for obtaining the system
parameter settings so that a target level of QoS can be achieved.

7.2 Related Work

Analytical models for performance evaluation of different CAC algorithms in cellular
networks were proposed in [22]. In [59] and [64], analytical models for call-level
perfofmance evaluation under adaptive channel allocation were proposed. In [17],
in-call performance measures (i.e., degradation ratio and upgrade/degrade frequency)
under adaptive bandwidth allocation were derived. However, an integrated evaluation
of call-level and packet-level QoS measures in presence of CAC and adaptive channel
allocation was not performed.

For a wireless system, packet-level performance at the radio link level under differ-
ent radio resource (e.g., transmission power and rate) management strategies were an-

alyzed in the literature. Although the general problem of radio resource management
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was studied in [65], the radio link level queueing aspects were ignored. Radio resource
management techniques for multiservice code division multiple access (CDMA) net-
works were proposed in [78]. To ensure packet-level QoS in a data-oriented CDMA
network, traffic scheduling schemes based on generalized processor sharing were used
in [79)].

An analytical model for both call-level and packet-level performance evaluation
in DS (Direct Sequence)-CDMA networks was proposed in [80]. However, this model
considered only a single-packet buffer and ignored the radio link level queueing dy-
namics. Again, the performance analysis was not exact.

In [29], a Markov-based model was presented to analyze the radio link level packet
dropping process under automatic repeat request (ARQ)-based error control. A model
for analyzing radio link level delay (i.e., queueing delay, transmission delay, and rese-
quencing delay) for selective repeat ARQ (SR-ARQ) was presented in [66]. However,
all these works considered only the packet-level performances under single user system
with single transmission channel.

To enhance the spectrum efficiency, adaptive modulation is commonly used in
2.5G/3G wireless systems. In such a system, the transmission rate can be increased by
adaptively adjusting the modulation level according to the channel quality. In [25], an
analytical model to derive packet loss rate, average throughput and average spectral
efficiency under adaptive modulation was presented. Although queueing analysis for
packet-level performance evaluation under adaptive modulation in a multiple-user
system was presented in [67], call-level parameters and their impacts on packet-level
and call-level performances were not investigated.

Wireless multimedia networks need to accommodate different types of traffic with
different QoS requirements. In [69], an analytical framework for rate adaptive en-
coding of MPEG video was presented, however, no queueing analysis for packet-level
and call-level performance evaluation was performed. In [70], a resource management
strategy for multimedia wireless networks was proposed and both call-level and user-
level QoS (in terms of allocated bandwidth) were investigated. However, this work
did not consider the packet-level QoS as well as the impact of fading channel.

Rate control is widely used in wired networks to control the packet generation

at the traffic source to avoid network congestion. For multimedia transmission, the



116

impacts of rate control on the QoS performance was analyzed in [71]. In [72], a traffic
shaping scheme based on token bucket was proposed to maintain QoS in the UMTS
networks. However, the impact of multi-rate transmission at the physical wireless
channel (achieved through adaptive modulation) as well as the queueing performances

were not investigated.

7.3 System Model and Assumptions

We consider uplink transmissions from mobiles to a base station in a cellular ar-
chitecture with multiple channels available in a cell for ongoing calls (Figure 7.1).
The available channels at the base station are partitioned into three groups (i.e., Cy,
Crrt and Ch,) to be used by real-time (strictly delay-sensitive but loss-insensitive),
non-real-time (loss-sensitive but moderately delay-sensitive), and best-effort services
(loss-sensitive)!, respectively. That is, new calls and handoff calls of certain service
class are allocated channels from the corresponding pool of channels. Since each ser-
vice class uses different pool of channels, states of of one service class will no affect
other service classes.

For new calls and handoff calls, CAC and ACA methods are used at the base
station for each service class separately. At the network layer?, while the CAC al-
gorithm is used to determine whether an incoming call can be accepted or not, the
ACA algorithm is responsible for allocating the available channels among the calls.
Since the CAC and ACA of all service classes are performed in the same manner,
the analytical model of call-level are applicable for all service classes while the packet
arrival processes are different.

As we will see later in this chapter, these two methods in fact operate in a com-
plementary fashion. At the physical layer, we consider an FSMC model for channel
fading and multi-rate transmission in which the transmission rate can be adjusted
according to the instantaneous SNR and the target bit error rate (BER).

1We will show later in this chapter how an optimal partitioning of the channels at the base station

can be obtained to accommodate different service classes.
%In this chapter, this refers to any sub-layer/layer above layer-2 in the wireless protocol stack.
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Figure 7.1. System Model.

7.3.1 Wireless Channel Model and Multi-rate Transmission

An FSMC model is a useful model for analyzing radio channel with non-independent
fading (and hence bursty channel errors). A slowly varying Nakagami-m fading chan-
nel is represented by the FSMC model and each state of the FSMC corresponds
to one transmission mode for AMC. With an N state FSMC, the SNR at the re-
ceiver y can be partitioned into N + 1 non-overlapping intervals by thresholds T,
(ne{0,1,...,N}), where o =0 < Ty <... < I'yy; = co. The channel is said to be
in state n if T, <y < T'py1. In this state n bits can be transmitted per symbol us-
ing 2"-QAM (Quadrature Amplitude Modulation) which corresponds to transmission
rate n. To avoid possible transmission error, no packet is transmitted when n = 0.

Assuming that the channel is slowly fading (i.e., transitions occur only between
adjacent states), the state transition matrix for the FSMC can be expressed as follows
[25]:

C0,0 CO,l tU 0
Cl,o C1,1 C1,2 :
¢=10 0 : (7.1)

CN-1,N-2 (N—1N-1 CN-1N

0 e Cvn-1 (o



118

The transition probability from state n to n’ (n' € {n —1,n,n+1}), Gnnr can be
obtained as follows:

Nn+1 Xt
n,n = ——, = ,...,N—l 2
C,+1 PI‘(TL) n 0 (7 )
N, xt
Cn,n—l = m, n= ]., ,N (73)

— Go,1, n=0 (7.4)
—(nN—1, n=N

Cn,n =

(
1- Cn,n-l—l - Cn,n——l, O0<n< N
1
1

where ¢ is the length of a transmission time slot and N,, is the level crossing-rate at

[, of state n and it can be estimated from

_ ﬂ_ml"n fa (mO,\™! N ~_an>
=123 P(m)( 7) ep( y ) (75)

To calculate the packet error rate (PER) when the channel state is n, we use the

following approximation [25]:

1, O0<vy<Tpm

(7.6)
an€Xp (—=gn7Y), ¥ =T

PER,(y) ~ {

where a,,, g, and I',, are obtained by fitting the exact PER curve. Then the average

packet error rate PER,, corresponding to transmission rate n can can be obtained as

follows:
PE L[ d
R, = Br(n) /F ] an exp(—gn7Y)p,(7)dy
1 an (m\™I(m,el,) —T(m,e,lny1)
=] —_— — y ’I’L=1,'-',N7.7
Pr(n) Tm) (7) e (-7

Here, Pr(n) is the probability that the channel state is n, which is given by

_ I'(m, mD'y /) — T'(m,mTn41/7)

Pr(n) T(m)

(7.8)

where 7 is the average SNR, m is the Nakagami fading parameter (m > 0.5), I'(m)
is the Gamma function, I'(m, 7) is the complementary incomplete Gamma, function,

and e, = m/7 + g,.
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7.3.2 Packet Transmission and Error Control

We consider a time-division multiplexing (TDM)-based packet transmission scenario
where the size of each packet is L bits. The length of a time slot is denoted by ¢ which
is assumed to be equal to the time interval required to transmit one packet using the
basic modulation level (i.e., the number of bits per symbol is one). The number of
packets that can be transmitted in a channel during one time slot (n,) depends on
the corresponding modulation level and n, € {0,1,2,...,N}.

Since real-time traffic is delay-intolerant we do not assume any error control for
this type of traffic in this chapter. For non-real-time and best-effort traffic, an infinite
persistent automatic repeat request (ARQ) protocol is used. That is, the erroneous
packets will be re-transmitted until they are successfully received at the base station.
Assuming an independent packet error process, the probability that [ out of n packets

are successfully transmitted in one time slot can be obtained as follows:

O = ( 7; > 6'(1 — ) (7.9)

where 6 is the probability of successful transmission for a packet (i.e., § = 1~ PER,,)
when the transmitter uses modulation level n. We also assume that the transmission
status for the packet transmitted in the previous time slot is made available to the

mobile before transmissions in the current time slot start.

7.3.3 Traffic Sources
7.3.3.1 Real-Time Traffic

This type of traffic is strictly delay-sensitive but loss-insensitive (e.g., voice or real-
time video). Therefore, upon availability of the channel resources, the generated
packets from a source are transmitted immediately. We use Markov modulated Pois-
son process (MMPP), which is able to capture burstiness in the traffic arrival process,
to model a real-time traffic source. With MMPP, the packet arrival rate ), is deter-
mined by the state s of the Markov chain, and the total number of states is S (i.e.,
s=1,2,...,5). The MMPP process can be represented by U and A, in which the

former is the transition probability matrix of the modulating Markov chain, and the
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latter is the matrix corresponding to the Poisson arrival rates. These matrices are

defined as follows:

U1 - Uns A1
U=]| - ... ... |,A= ) (7.10)
us1 - Ugs As
Discrete-time MMPP (dMMPP) [40] provides similar result to MMPP in the
contihuous time when the interval of time slot becomes very small relative to the
smallest mean time in the continuous matrix. In this case, the rate matrix A is
represented by diagonal probability matrix A, when the number of packets arriving

in one frame is a. Each element of A, can be obtained from fa(As) as follows:

Ao = [R0w) - R09) ],
Ay = [FA(/\I) FA(AS)]

where the probability that a packets arrive during time interval ¢ with mean rate \

is given by
e—)\t e
fa(A) = —Cf!——) (7.11)
where a € {0,1,..., A} and A is the maximum batch size for packet arrival which is

the queue size (i.e., A = X) in this case. The complementary cumulative probability

mass function for this arrival process is given by
Fa(A) = ij()"t)' (7'12)
j=a

In this chapter, we consider the packet loss probability (due to the unavailability
of channels) as the QoS metric for this type of traffic.

7.3.3.2 Non-Real-Time Traffic

This type of traffic is moderately delay-sensitive, however, loss-insensitive. We as-
sume Poisson process for this traffic source. Packets are queued in a transmission
queue at the mobile node and upon transmission failure ARQ-based error recovery
is performed. In this chapter, we consider the packet dropping probability (due to
finite size of the buffer) and packet delay as the QoS metrics for this type of traffic.
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7.3.3.3 Best-Effort Traffic

For this traffic class, we consider a file transfer scenario where fixed size (F packets)
files (e.g., images) are transmitted from the mobile to the base station as a batch
of packets. In case of transmission failure, ARQ-based error recovery is used. We

consider the delay distribution as the QoS metric for this type of traffic.

7.3.4 ACA and CAC

The number of channels allocated to ongoing calls can be adjusted adaptively ac-
cording to the number of ongoing calls in the corresponding service class. The total
number of channels available for one particular service class is assumed to be C (i.e.,
C € {Crt,Cnrt; Che}). The number of channels allocated to a call is chosen from
a set of discrete values B = {ci1,¢p,...,Cmax} Where ¢; < ¢;41 and ¢; € N. The
minimum and the maximum number of channels that can be allocated to a call is
given by ¢; and cmqq, respectively. In this chapter, we assume with loss of generality
that ¢; = 1 which denotes the minimum number of channels that an ongoing call
requires to maintain the connection. This minimum number of channels corresponds
to minimum allocated time slot or frequency band in TDMA and FDMA systems,
respectively.

There are two types of incoming calls: handoff calls and new calls. To prioritize
handoff calls over new calls, guard channel scheme is used to reserve a certain number
of channels for handoff calls. In other words, incoming new calls are accepted if the
number of ongoing calls in the service class is less than a predefined threshold K (ie.,
K € {Kyt, Knrt, Kie}). Therefore, the number of channels reserved for handoff calls
isC—K.

7.3.5 Adaptative Channel Allocation Algorithm

For a particular service class, let wq;e and cqy. denote the number of channels which
can be allocated to an incoming call and the vector corresponding to the number of
channels that are currently allocated to the ongoing calls, respectively. When a new
call arrives, admission control is performed by checking whether the total number of
ongoing calls is less than the guard channel threshold K (Algorithm 7.3.1). If this
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Algorithm 7.3.1: ACA (inputs : type of incoming call, K, C, caye, c1, Cmaz)

if (((incoming call is a new call) and (number of ongoing calls < K))
or ( incoming call is a handoff call ))
(if available bandwidth > ¢es
then assign ¢pnq, to incoming call
(Watte 0
while max(cayc) > ¢1 and weaye < min(cyy,)
randomly select one call with number of channels max(Cayc)

then
do ¢ decrease number of channels for the selected call by one

else
Walie < Wayte + 1
if Walte > 0

then accept incoming call with number of channels wy;,

{ else reject incoming call

else reject incoming new call

condition is satisfied or if the incoming call is a handoff call, the base station tries
to allocate maximum number of channels (cmqs) to the incoming call; otherwise, the
incoming new call is blocked. However, if the available number of channels is not
enough to allocate cpq, channels, the adaptation algorithm is invoked.

A fairness-based channel adaptation algorithm is used so that the maximum dif-
ference in the number of allocated channels for every ongoing call is one, and all of
the ongoing calls have the same probability to be degraded and upgraded when a call
arrives or departs, respectively. The adaptation algorithm randomly selects an on-
going call with the current maximum number of channels (i.e., max(cqy)) and then
decreases the number of channels for that call by one (i-e., Wane «— Waue +1). At
the same time, the number of channels available for the incoming call increases by
one. This operation is iteratively performed until the number of channels that can
be allocated to an incoming call is equal to the minimum of the number of channels
currently allocated to all ongoing calls (i.e., min(cuyc)). In contrast, if every call is
allocated with the minimum number of channels ¢;, none of the ongoing calls can be

degraded. In this case, an incoming new call/handoff call is blocked /dropped.
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If an ongoing call is terminated or handed over to a neighboring cell, the corre-
sponding channels are released, and some of the ongoing calls will be upgraded to
have more number of channels. The upgrade procedure selects a call with the mini-
mum number of channels (i.e., min(c,y.)) and then the number of channels allocated
to that call is increased by one. This routine is performed until all released channels
are allocated or all of the ongoing calls have the maximum number of channels (Cmaz)-

For the above fairness-based ACA, we can calculate the number of calls m;(B, C, u)
which are allocated with ¢; channels at the certain point of time based on the number

of ongoing calls u as follows:

% — [MJ , =14
Cit1—C
mi(B,C,u) = [C?T‘;C_%} , i=i+1 (7.13)
0, otherwise

where i = (B, C,u) = max{j|¢; < C/u}.
The average number of allocated channels for a certain number of ongoing calls u

is calculated as follows:

(g & <us (g
c(u) = { . I_sz;m_l - : (7.14)

For example, with C' = 20 and B = {1, 2,3}, when the number of ongoing calls is 15,
we have ma(B, 20, 15) = 5 calls, m;(B, 20, 15) = 10 calls and &(15) = 1.33 channels.

7.3.6 Adaptive Traffic Shaping

To maintain the QoS performance, adaptive traffic shaping is used to control the
packet generation rate for a real-time/non-real-time traffic source. Since the trans-
mission rate corresponding to a call should vary depending on the number of allocated
channels ¢ and channel quality (i.e., average SNR, 7), the traffic shaper adjusts the
arrival rate \(c, A) when the number of allocated channels changes (i.e., after a call
arrives and/or departs the cell). Therefore, if the packet generation rate from a traffic
source is A, the traffic shaper will limit the arrival rate based on the average trans-
mission rate I, corresponding to ¢ allocated channels (which will be derived in the
next section) as follows:

(e, ) = min(A, ¢ x 1) (7.15)
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where ¢ is an adjustable traffic shaping parameter. Note that, if we set ¢ to a very
large number (e.g., ¢ = c0), the traffic shaper will be disabled since the packet arrival
rate would be the same as the packet generation rate.

Traffic shaping can be implemented either in the data link layer or in the appli-
cation layer. In the data link layer, incoming packets can be dropped randomly such
that the arrival rate conforms to 5\(c, A). In the application layer, for example, multi-
media adaptation techniques can be used to reduce the refresh rate or the resolution

of the media such that packet generation rate is controlled to A(c, \).

7.4 Formulation of the Markov Models

We develop a discrete-time Markov chain (DTMC) model to analyze the call-level
and the packet-level performances for the test calls in a particular service class under
the system model described earlier. We consider a test call that stays forever in the
system. When ¢ channels are allocated, we assume only first ¢ channels are always
allocated to the test call. The number of packets that can be transmitted in one time
slot of the test call depends on the number of allocated channels and the modulation
index (i.e., the achievable number of bits per symbol) used in each of these channels.
For a test call, the transmission probability matrix corresponding to the modulation
index used in the different channels can be derived analytically from the average SNR,
and the target BER.

Since the number of assigned channels to a test call depends on the number of
ongoing calls we first formulate the call-level model. Note that, this model is a general
one and can be applied to any service class. Then the queueing models for the real-
time and the non-real-time traffic sources are presented. The performance model for

the best-effort traffic (i.e., file transfer scenario) is presented afterwards.

7.4.1 Transmission Probability Matrices

We can establish the transmission probability matrices Dl(k) (le€{0,1,...,N} and

Dl(k) € Ryx(v41)r ) for one channel (i.e., k = 1) as follows:

1, I=
[Dl(l)] - " (7.16)
n+1 0, otherwise
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[Dl(”] = (7.17)

for transmission without error control (7.16), and with infinite persistent ARQ (7.17),
respectively. Note that, [Dl(k)] , the element at column 5 of matrix Dl(k), corresponds
to the probability of a decreasé of [ in the number of packets in the queue when the
channel state is [ and k channels are allocated to the queue.

In each time slot, there are ¢ channels allocated to a random chosen call, and we
assume that the average SNR is the same in each of these c channels while the fading
processes in these channels are independently varying. Based on (7.1), the channel

state transition matrix for any allocated channels ¢ can be expressed as follows:

¢=Q)¢ (7.18)
i=1

where ® denotes Kronecker product. The transmission probability matrix for ¢ FSMC

channels can be obtained as follows:

DP= 3 DFYeDY, ije{o1,...,N} (7.19)
{i,jli+g=t}
for { =0,1,...,N x 2. For more than two channels, the transmission matrices can

be obtained in a similar way. We can calculate the average transmission rate for c
FSMC channels as follows:

Nxe

I, = ;z X <7rf (D§°’)T> (7.20)

where 1 is the column vector of ones, and 7 (i.e., steady state probability of channel
state of ¢ channels) is obtained by solving

. = 7y and 75l = 1. (7.21)

7.4.2 Call-Level Markov Model

We fqrmulate a two-dimensional DTMC for which the states of a test call are observed

at the end of each transmission time slot. The state space for this DTMC is

A ={(1,8);0< u<C,0<B<1} (7.22)
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where U and B denote the state of number of allocated channels to a call chosen
at random at each call arrival or departure, respectively. In particular, Gy and ¢
channels are allocated to a call chosen at random if B = 1 and 8 = 0, respectively.
According to this state space, a two dimensional DTMC is established. The first
dimension of the Markov chain represents the number of ongoing calls, and the second
dimension represents the number of allocated channels to a test call. Note that, the
more the number of ongoing calls, the fewer the number of allocated channels to each
call.

The variation in the number of ongoing calls is a stochastic process which can be
modeled as a special type of M/M/C/K queue. In particular, there are two types of
calls in a cell, namely, new calls and handoff calls. The arrival process for these calls
is assumed to be Poisson with rates p(,y and P(n), respectively. The channel holding
time for both of these types of calls is assumed to be exponentially distributed with
mean 1/u.

For the second dimension of the Markov chain, the number of allocated channels
to a random chosen call depends on the number of ongoing calls in the corresponding

service class. The transition probability matrix can be expressed as follows:

do,0 do,
q1,0 911 qi,2

Q - Qu-1,u Qu,u Qu,u+1 (723)

dc-2,0-1 de-1c-1 9c-1,0

dc,c-1 dc,c

where element q,, indicates that there are u ongoing calls in time slot 7" and there

are v’ calls in slot T + 1. The elements Qu,. can be obtained as follows:

Fi(a,t) x folup, t) x miy1(B,C,u+ 1)
mi+1(B, C, U+ 1) + mz(B, C, U+ 1)
Fi(a,t) x folup,t) x my(B,C,u+1)
mir1(B, C,u+1) + my(B,C,u+1)
Jo(a, t) x Fi(up,t) x my(B,C,u — 1)

(ol = m;—1(B,Cyu — 1)+ m;(B,C,u — 1) (7.24)

[Guu1] k1 T

[qu,u+1]k,2 =
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[ L, = Jo(a, t) x Fy(up,t) x mup1(B,Cyu — 1)
Tuu-tls mi_1(B, C,u — 1) + my(B, C,u — 1)
[qu,u]k’k = fO(a,t) X fO(u/'La t) + Fl(a,t) X Fl(u/*’” t)
where k = 1,2 and o represents the total call arrival rate which is obtained based on
the CAC algorithm as follows:
n <K
afu) = P T em v (7.25)
Pih) K<u<C.

Due to the fairness-based channel adaptation, the size of the matrix Qu,w can be

reduced to 2 x 2 (since the maximum difference in the number of allocated channels
among the ongoing calls is one), and the first and the second row correspond to Cit1
and ¢;, respectively, for a certain number of ongoing calls . The transition probabil-

ities in these matrices qy,s depend on the number of calls in the next time slot while

miy1(B,Cu)

the number of allocated channel to a test call depend on factor Tt (B.Ca)tmiB.Cw

mi(B,Cyu+1)
mi1(B,Cu)+m;(B,Cyu)”

The call-level performance measures (i.e., new call blocking probability, handoff

and

call dropping probability, average number of ongoing call, and average number of
allocated channels to an ongoing call) can be obtained from steady state probability
Tequ Which can be obtained by solving 7 Q = 7oy and el = 1. The steady state
probability for the state e, (u, c), which corresponds to the case that the number of
ongoing calls is v and the number of allocated channels is ¢, can be decomposed from

matrix e,y as follows:
Teatt(0,0) = [Teant]y
Tealt(Us Civ1) = [Teatllyyg,  if miy1(B,C,u) >0 (7.26)
Tean(u,¢;) = [Teattlyyorrs  if my(B,C,u) >0

where [’n‘cazz]j indicates the element at column j of row matrix 7.y. The average

number of ongoing calls is obtained from

c
U= Zu X chau(u, c). (7.27)
u=1 Ve

New call blocking probability P,; and handoff call dropping probability P4 are ob-

tained from
c

Pnb = Z Z’R’ca”(’u, C), Phd = chau(C, C). (728)

u=K Vc Ve
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The average number of allocated channels for each call is

Cmazx

=Y cx > man(u,c). (7.29)

7.4.3 Modeling for Real-Time Traffic

The objective is to derive the packet loss rate for a real-time traffic source which is

modeled as an MMPP. The state space in this case is
Ar={(M,1,8,2);1<H<S,1<U<LC,0<B<1} (7.30)

where U is the number of ongoing calls, B is the level of number of allocated channels,

and M represents the arrival state of MMPP source, and 4 is the channel state.
Now, since we observe queue state at the test mobile which stays forever in the

system, the transition probability matrix for the call-level model needs to be modified

such that the minimum number of calls is one as follows:

1,1 Q2
dz,1  d22 q2,3

Q = Qu-1,u Qu,u Qu,u+1 (731)

dc-2,0-1 9c¢c-1,c-1 de-1,0

dc,c-1 de,c

and all element qy. can be obtained from (7.24)). Note that, this matrix Q is
similar to that in (7.23) in which the first row and column, corresponding to state
that U = 0, is removed since we consider embedded Markov chain when the system
has at least one ongoing call.

When the system state transition matrix above is combined with the channel state

transition matrix, it becomes

R=Q ®C,.. (7.32)

Whel"e R S R2C(N+]_)Cma:: ><2C’(N+1)Cmaz .
The vector E; (i.e., E; € Rix2c(v+1)emes ) indicates packet departure process cor-
responding with evolution of number of ongoing calls, number of allocated channels
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to a test call and channel state and can obtained from
Bo=|df d? ... ] (7.33)
where
dl(u) — l: Dl(ci(B,C,u)-H) ® lj(C',l) DZ(CE(B,C#)) R 1-7,(0’0) ] (734)

where 1,,q) is an vector of ones with size j(u,d) and j(u,d) = (N+1) X (Crmaz —C;)-

The purpose of this vector is to enlarge the size of E; to match with R. This block

Dl(cg(B o) g Ljua) corresponds to the case that ¢ o,y channels are allocated to the

interested call and cpmaz — ¢34 channels are allocated to the other calls. We can
calculate the average offered transmission rate (i.e., transmission rate without packet

arrival) for each mobile from

I= Y ix (m (EZ)T> (7.35)

where 7, (i.e., steady state probability corresponding to number of ongoing calls,

number of allocated channels, and channel state) is obtained by solving
R ==, and w.1=1. (7.36)
With adaptive traffic shaping, the Poisson arrival matrix for the dMMPP becomes

[ L) - LOEAs) ],
As = [FaBe) - FaGilehs) |- (7.37)

Aq

The matrix corresponding to the packets (among the generated packets) which

cannot be transmitted in one time slot (and therefore lost) is obtained from

K.= > A®E forz=12,... A (7.38)

a—l=z

Therefore, the average number of packets lost per time slot is given by

Tloss = ﬁ: z % (ww (KZ)T) (7.39)

where . is obtained from solving m, (U ® R) = m, and m,1 = 1. Note that,

(U ® R) represents the transition probability matrix of the entire system (i.e., MMPP
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state, number of ongoing calls, level of number of channels allocated to a test call,

and channel state). Then, the packet loss rate is obtained from

Tloss

Ploss = =——. (7.40)
mmpp
Here, Xmmpp is the average packet generation rate of the MMPP source which is

obtained from
A
Xmmpp = Za X (Tl'm (Aa)T> where 7, U =n,, and w1 = 1. (7.41)
a=1

Note that, m, denotes the steady state probability vector corresponding to the dif-
ferent states of an MMPP source. Throughput of real-time call can be obtained

from

Tt = Xmmp;p — Tloss- (7.42)

7.4.4 Queueing Model for Non-Real-Time Traffic

For Non-real-time traffic, we relax the arrival process of MMPP by using batch
Bernoulli in which the arrival process is statistical identical independent with trun-
cated Poisson. However, call-level model are the same with that of real-time traffic.
We consider a discrete-time queueing model for a test call with non-real-time traffic
where the packets arriving in time slot 7' cannot be served until the next time slot
T +1 at the earliest. With the call under consideration, we assume that the queue
size is finite (i-e., X packets). Any incoming packet will be dropped if the queue is
full. The number of packets transmitted in each time slot depends on the allocated

number of channels and the corresponding transmission rates.
7.4.4.1 System State Space
The state space is as follows:
A={(X,u382);0<xX<X,1<u<C0<8<1} (7.43)

where U is the number of ongoing calls, B is the level of number of allocated channels,

X is the number of packets in the queue and 4 is the channel state.
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For this case, we can establish the diagonal matrix corresponding to the packet
arrival process with adaptive traffic shaping as follows:

fﬂ(j‘(cmaz’ )‘)) X I(N+1)x<:mm,

G - ANCORYES .

fa(;\(ch /\)) X I(N+1)><cmm ]
(7.44)

and for G, function f,(.) becomes F,(.). The average packet arrival rate due to

adaptive traffic shaping can be obtained from

A
=) ax (mGyl). (7.45)

a=1
7.4.4.2 Transition Matrix

The Markov chain in this model can be developed by modifying the model for the real-
time traffic by incorporating the stochastic process for the variations of the number
packets in the queue. While packet arrivals are independent of the number of pack-
ets in the queue, the packet departure process depends on the number of allocated
channels and the corresponding channel states.

The state transition matrix P in this case can be defined as in (7.46). The rows of
matrix P represent the number of packets in the queue and the rows in matrix Pao’
represent the number of ongoing calls, the number of allocated channels to a. test call,

and the channel state.

F Po,o e Po, A

Pn.,0 s PN, N ce PNo, Np+A
P= . (7.46)

p:z:,:z:—Nm e pz,x et pa:,a:-i-A

] Px,X-Npn, e Px.x |

Since in one time slot several packets can arrive and be transmitted, matrix P is

divided into three parts. The first part, from row 0 to N,, — 1, indicates the case
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that the maximum total transmission rate is greater than the number of packets in
the queue and none of the incoming packets is dropped. The second part, from row
Np, to X — A, represents the case in which the maximum packet transmission rate
is equal to or less than the number of packets in queue and none of the incoming
packets is dropped. The third part, from row X — A+ 1 to X, indicates the case that
some of the incoming packets are dropped due to the lack of queue space. Since the
maximum total offered packet transmission rate can be greater than the number of
packets in the queue, the maximum amount by which the number of packets in queue

can decrease is obtained from
N, = min (N, z) (7.47)

where z is the number of packets in queue. Therefore, for the packet departure
process, the diagonal matrix corresponding to the maximum number of packets that
can be transmitted (XV},) when there are = packets in the queue (ES\O;,’)n ) can be ex-

pressed as follows:

Nm
Ef) = diag(B) N, =z (7.48)
l=x
and
E = diag(E;) forl=0,1,...,N', (7.49)

where function diag (E;) changes vector E; into a corresponding diagonal matrix.

1, ifi=yjy

That is [diag(x)], ; = [x]; d;; where §;; = I
: i 0, otherwise

The elements without dropped packet in the first and second parts of the matrix

P can be obtained as follows:

Pozy = R D GuxE® fory=12... N, (7.50)
{Lali—a=y}

Poerz: = R > GuxEP forz=12,...,4 (7.51)
{a,l|a—l=z}

Poz = R > GgxEP (7.52)
{a,l|a=1}

where [ € {0,1,2,...,N},} and a € {0,1,2,..., A} represent the number of trans-
mitted packets and the number of packet arrivals, respectively. Considering both the
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packet arrival and the departure events, (7.50), (7.51), and (7.52) above represent the
transition probability matrices for the cases when the number of packets in the queue
decreases by y packets, increases by z packets, and does not change, respectively.

The third part of the matrix P (z = X — A4+ 1,X — A+2,...,X) has to capture
the packet dropping effect. Let P, .; denote the element of matrix P in the case
that there is no dropped packet, (7.51) becomes

A .
ooty = { ;z_zp a+i Ior T .z (7.53)
Pzz+tz otherwise
forz+2> X (2= X —xz,...,A), and (7.52) becomes
~ A 4
T,z j— T, z4+1 fi =X
Doy = { Doo ¥ iz Poais fors (7.54)
Pz otherwise.

Egs. (7.53) and (7.54) indicate that the queue will be full if the number of incoming
packets is greater than the space available in the queue. In other words, the transition
probability corresponding to the state in which the queue is full can be calculated as
the sum of all the probabilities that make the number of packets in the queue larger
than the queue size X.

7.4.4.3 QoS Measures

To obtain the queueing performance measures, the steady state probabilities for the
system states would be required. Since the size of the queue is finite (i.e., X < 00),
the probability matrix 7r is obtained by solving the equations 7P = 7 and w1l = 1,
where 1 is column matrix of one. The matrix 7 contains the steady state probabilities
for the states with feasible combinations of the state variables (X, u, B, A4). Hence,
this matrix can be decomposed as 7(z,u,c, s) which is the steady state probability
that the test call is allocated with ¢ channels when the number of ongoing calls is u,
there are z packets in the queue corresponding to that call and the channel state is
s. Using the steady state probabilities, the various queueing performance measures
can be obtained.

Average Queue Length: The mean number of packets in the queue is obtained as

X c 1
IT= Za: (ZZ Zw(a:,u, c, s)> (7.55)

=1 u=l ¢=0 Vs

follows:
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Packet Dropping Probability: The packet dropping probability can be obtained

based on the average number of dropped packets per time slot [29]. Given that there
are  packets in the queue and the queue size increases by z, the number of dropped
packets is z — (X — x) for z > X — z, and zero otherwise. The average number of

dropped packets per time slot is obtained as in (7.56)

A
Tarop = Z z [T‘-]CO]X(:B,u,b,s) (Z [pz’m"‘z]COhl(u,b,s),COlu(u’,b’s’))

z,u,b,8 z=max(0,X —z+1) u’ b8

x max(0,z — (z — X)) (7.56)

where function colx(z,u, b, s) indicates row of matrix P corresponding to z packets
in queue of test call, number of ongoing calls is u, level b of number of channels
allocated to test call and channel state is s. Similarly, function colu(u, b, s) indicates
the column of matrix pge corresponding to number of ongoing calls is u and level b
of number of channels allocated to test call and channel state is s. After calculating
the average number of dropped packets per time slot, we obtain the probability that

an incoming packet is dropped as follows:

-’r—drap

Pirop = (7.57)

where @ is the average arrival rate per time slot due to adaptive traffic shaping (as
given by (7.45)).

Queue Throughput: It measures the average number of packets transmitted in

one time slot. We calculate this measure based on the fact that if a packet from the
source is not dropped due to adaptive traffic shaping, it will be transmitted eventually.
Hence, the queue throughput (packets/time slot) can be obtained from

Nnrt = E(l - Pdrop)- (758)

Average Packet Delay: The average packet transmission delay is defined as the

number of time slots required for a packet to be transmitted since its arrival at the

queue. We apply Little’s law to obtain this performance measure as follows:

- I
d=~ 7.59
p (7.59)

where 7 is the throughput (same as the effective arrival rate at the queue) and T is

the average queue length.
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Delay Distribution: To analyze the delay distribution for a packet in the queue,

we utilize the concept of absorbing Markov chain. The general form of the transition

probability matrix of an absorbing Markov chain is

|0
d |0

where the top most row denotes the absorbing state, € is the transient state transition

P, = (7.60)

matrix, and @ is the transition matrix to the absorbing state. Note that, if there is
only one absorbing state, matrix ® can be simply obtained from ® =1 — Q1. If 3
denotes the initial transient state probability matrix, the probability mass function
f@(w) and the distribution F{g(w) for the time (i.e., the number of time slots w)

required to reach the absorbing state can be expressed as follows:
w—1
fo(w) =181, Fa(w)=> fa(j). (7.61)
j=1

We can establish an absorbing Markov chain from matrix P in (7.46) by assuming
that the absorbing system state is the state at which the number of packets in the
queue becomes zero. The delay for a packet can be measured as the required number
of time slots (since the arrival of the packet) for the system to reach the absorbing
state. Note that, in this case, there is no arrival (i.e., A = 0) while the process moves
towards the absorbing state. Therefore, we have

[ 1 0 0 |
P’l,o P11
Q=] ° : ' (7.62)
/ / /
PN | PNn1 7 PN,,N,
L Px,x-N. Pxx ]

where pj, ., denotes the probability matrix corresponding to successful transmission
of y packets (y € {0,1,..., N,,}) when the packet arrival rate is zero.

The initial transient state probability matrix B can be obtained based on the
steady state probability 7 by ignoring the state with zero packet in the queue as

follows: ,

B=2r where w'=|[n],, - el |- (7.63)
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7.4.5 Model for File Transfer

We derive the distribution for file transfer delay from a mobile node to the base sta-
tion. The size of a file is assumed to be F packets. To obtain the delay distribution,
we use matrices ¥(z,w) (i.e., ¥(z,w) € Roo(N+1)emaz x20(N+1)emes ) Whose elements
represent the probability that = packets are successfully transmitted in w time slots.
If there are z packets which are to be transmitted in w slots, and y packets are suc-
cessfully transmitted in the current slot, there remains z—y packets to be transmitted

in w — 1 slots. Therefore, we can write the following recursive relations:

U(z,w) = ip;,z_ylll(a:—y,w—l) (7.64)
¥(0,0) = ;~ (7.65)

The probability that the delay is w slots can be calculated as
Flapy(w) = m¥(F + 1,w)1 (7.66)

where ., which denotes the steady state probability corresponding to the number
of calls, the number of allocated channels and the channel states, is obtained from

(7.36). We can obtain probability mass function (pmjf) of delay w as follows:
f(df)(w) = F(df)(w) - F(df)(’ll) — 1), forw € {1,2, - } (767)

where Fi47)(0) = 0 since we assume that a packet requires at least one time slot to be
transmitted.

Note that, we can obtain the delay distribution corresponding to the transmission
of multiple files by using discrete convolution [75]. Let f((;})( ) denote pmf of delay
w for file 4. Then, the pmf of delay for transferring files 7 and j is obtained as follows:

[ e +1) = Zf((é})(l ) x fh (k= 1). (7.68)
7.5 Results and Discussions

7.5.1 Parameter Setting

We consider a single-cell environment with 10 channels (ie., C = 10) allocated to
each service class. The set of channel allocation is B = {1,2,3} (i.e., ¢; = 1 and
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Cmaz = 3). We assume that the new call arrival rate for any specific type of call is
Py = 0.25 calls per minute and the handoff call arrival rate is half of the new call
arrival rate. The mean channel holding time for both new calls and handoff calls is
20 minutes (i.e., 1/u = 20).

The length of a time slot is 2 ms and the packet size is 1,080 bits. The packet
arrival rate for a Poisson source is 2.0 packets per time slot (i.e., A = 2.0), and the
value of the traffic shaping parameter ¢ is set to 1.0. For real-time traffic, we consider
a three-state MMPP source (i.e., S = 3) with the following parameters:

0.6 0.4 1
U=|02 04 04 |, A=k 2 (7.69)
0.3 0.7 15

where x indicates the traffic intensity of an MMPP source.

We consider adaptive modulation with two transmission rates (i.e., N = 2) where
the maximum transmission rate is achieved for 4-QAM. The values of a,, and g for
fitting the packet error rate curve are the same as in [25]. For fading channel, we
assume a Nakagami-m channel with m = 1.1. The queue size at a mobile for the non-
real-time traffic is 30 packets (i.e., X = 30). The average SNR for each channel is 15
dB (ie., 7 = 15), the packet error rate is 0.03 (i.e., § = 0.97), and f; = 15 Hz. Note
that, we vary some of the above parameters according to the evaluation scenarios,
while the rest remain fixed according to the aforementioned setting.

In order to validate the correctness of our proposed model, an event-driven simu-
lator is used to obtain the performance results in a single-cell environment. The call
arrival follows a Poisson process, and channel holding time for both handoff calls and
new calls is assumed to be exponentially distributed. The queueing dynamics (due
to packet arrival and packet transmission) at the mobile is simulated on a time slot
basis. The number of packets that can be transmitted in each time slot depends on
£he current number of allocated channels and the instantaneous SNR of each channel.
We keep track of the queue for the test call since the call arrives until it leaves the

cell or the call terminates.
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7.5.2 Numerical and Simulation Results

The analytical framework presented above can be used to investigate the QoS perfor-
mances for the different types of traffic under different system parameter settings. We
show how a cross-layer evaluation of the network performance can be performed using
the proposed analytical framework. Specifically, we demonstrate the impacts of call-
level parameters, channel quality and user mobility on the packet-level performances.

Typical results obtained from the analytical model are validated by simulations.

7.5.2.1 QoS Performance for Real-Time Traffic

Typical variations in new call blocking and handoff call dropping probabilities with
new call arrival rate are shown in Figure 7.2. As expected, when the new call ar-
rival rate increases, new call blocking and handoff call dropping increase. Similar
performance is observed for other service classes as well.

The impact of new call arrival rate on the average transmission rate for a mobile
is shown in Figure 7.3. We observe that the lower the new call arrival rate, the higher
is the transmission rate. Due to the adaptive channel allocation, when the new call
arrival rate is low, more channels can be allocated to the ongoing calls. Consequently,
the transmission rate increases.

Figure 7.4 shows variations in the packet loss rate for the real-time traffic under
different channel holding time. The packet loss rate increases with increasing traffic
intensity. Again, it decreases as the channel holding time decreases, because ACA
can allocate more number of channels to a mobile which results in higher transmission

rate.

7.5.2.2 QoS Performance for Non-Real-Time Traffic

The queue-length distributions under different packet arrival rates and without any
traffic shaping (i.e., ¢ = co) are shown in Figure 7.5(a). As expected, the queue
length increases with increasing packet arrival rate. Typical variations in the average
queueing delay for a packet under different packet arrival rate and channel quality (i.e.,
average SNR) are shown in Figure 7.5(b). When the channel quality becomes better,
the transmitter can utilize higher modulation level, and therefore, more packets can be

transmitted in one time slot. Consequenty, the average delay decreases with increasing
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average SNR. The simulation results for all the above cases follow the numerical
results very closely.

For a tagged packet in the queue, the delay distribution is shown in Figure 7.6
under different packet arrival rate. This delay statistics obtained from the analytical
model would be useful for choosing parameters such as the packet arrival rate for
moderately delay-sensitive traffic so that the performance requirements can be satis-
fied. For example, to maintain the delay smaller than 10 time slots, the packet arrival
rate should be less than or equal 2.0 packets per time slot (Figure 7.6).

Impacts of new call arrival rate and channel holding time on packet dropping
probability are shown in Figure 7.7. Since both of these call-level parameters affect
the number of ongoing calls, they impact the queueing performances. As the call
arrival rate and/or channel holding time increases, fewer number of channels are
allocated to a call. We observe that, when the channel holding time is not too high
(e.g., 1/ = 10), the ACA algorithm can efficiently allocate the available channels
among the ongoing calls, and therefore, the packet dropping probability decreases
significantly (Figure 7.7(a)). Also, higher packet error rate results in higher packet
dropping probability due to buffer overflow (Figure 7.7(b)). Note that, with an infinite
persistent ARQ protocol, erroneous packets need to be retransmitted until they are
successfully received at the base station.

For non-real-time traffic, the effects of traffic shaping on the achievable packet
arrival rate and packet dropping performances under varying channel quality are
shown in Figure 7.8. Since the traffic shaper adaptively adjusts the packet arrival
rate according to the number of allocated channels and channel quality, achievable
packet arrival rate at the queue is higher while the packet dropping probability is
lower compared to the case with no traffic shaping. Specifically, if ACA allocates
more number of channels, the traffic shaper will increase the packet arrival rate as
much as the achievable transmission rate allows. However, if the number of allocated
channels is reduced, the traffic shaper will control the packet arrival rate accordingly.
In this way, the adaptive traffic shaper at the mobile exploits the information on both
the number of allocated channels and the channel quality to efficiently control the
packet arrival rate so that the QoS performances can be maintained at the desired

level.



140

7.5.2.3 QoS Performance for Best-Effort Traffic

Both the call-level parameters (i.e., channel holding time) and channel quality (ie.,
average SNR) affect the distribution of file transfer delay (Figure 7.9). Specifically,
longer channel holding time and/or lower average SNR result in higher delay. From
Figure 7.9(a), we observe that with 4-QAM modulation (i-e., 2 symbols per Hz), the
highest value for the cumulative probability of delay corresponds to [40/(3 x 2)] =1,
[40/(2 x 2)] = 10, and [40/(1 x 2)] = 20 time slots when the number of allocated
channels is 3, 2, and 1, respectively. Similar results are obtained under different file
sizes (Figure 7.9(b)).

7.5.2.4 Impact of User Mobility

We demonstrate how the presented analytical framework can be used to quantitatively
analyze the impacts of user mobility and cell-geometry on packet-level QoS. For this,
we calculate handoff call arrival rate and channel holding time (i.e., the time for
which a call occupies channel(s) in a particular cell) from call holding time (i.e., the
time length of a call) and cell dwell time (i.e., the time a call spends in a given
cell before it is handed off to another cell). If we assume that the call holding time
(T¢) and the cell dwell time (T) are exponentially distribution with average 1/p. and
1/ 14, respectively, channel holding time is also exponentially distributed with average
1/p N ﬂc-lwd [76].

The cell dwell time for a call can be calculated based on the cell size and the speed

of the mobile. Specifically, if 1, is the average rate at which a mobile with speed V

crosses a series of cells each having an area S.o; and boundary length L.ey, g can

VLcell
wSeell

be obtained as follows [76]: ug = . As a special case, if we consider circular cell
of radius 7, we have pg = -21;‘; Similarly, the probability of handoff can be obtained
from Pyosy = ﬁZ[fT’ and the handoff call arrival rate can be approximated from new

call arrival rate as follows:

Progs

~ ~ Ke
Py N T Prory ™ ™ P (7.70)

Typical variations in packet dropping probability under varying mobile speed and
call holding time are shown in Figure 7.10(a) (considering a circular cell-geometry
with cell radius of 400 m). We observe that the call holding time has significant
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impact on the queueing performance. Specifically, longer call holding time results in
higher packet dropping probability. The number of available channels also impacts the
packet dropping performance (Figure 7.10(b)). The queueing performance may not
be impacted significantly under varying mobile speed when the number of available

channels is sufficiently high compared to the system load.

7.6 Application of the Analytical Model

7.6.1 Optimal Parameter Setting

Given the desired QoS performances, using the analytical framework, we are able to
obtain the optimal setting for the system parameters. For example, to maintain a tar-
get packet dropping probability (e.g., P, < 0.1), given the other system parameters,
we can formulate the following optimization problem:

Minimize: |Pyrop(A) — Pir (7.71)

drop

where the packet dropping probability is a function of the packet arrival rate Pirop(N).
With this formulation, the decision variable is \. We can use the Golden Section
Search [77] algorithm to find the minima of (7.71) and the corresponding optimal
value of \. Starting at a given initial interval a; and b, (a1 < by), this algorithm

(Algorithm 7.6.1) proceeds by evaluating the function f(z) = |Pyop(z) — Pl



142

Algorithm 7.6.1: GOLDEN SECTION SEARCH(inputs : a1, by, tol)

by — a; + (1 - T)(b1 - al),Fb — f(bl)
di b~ (1 —=7)(by —a1), Fy — f(dy)

5\ — bl
. repéat
if F, < Fy
;\ — bk
Q1 A,y gy — diy dpy1 — by
then
b1 — a1 + (1 — 7) (boy1 — ags1)
Fy — By, Fy — f(bry1)
/~\ — dk
@t1  bg, brgr < bry by — die
else

g1 by (1 — 7)(Brs1 — aaya)
Fy — Fy, Fy — f(dgs1)

until bey1 — agyr < tol

return (1))

To use the above algorithm, we set 7 = %, tol = 1073, a; = 0.01, and b; = 5.
Figure 7.11 shows variations in the maximum arrival rate under different channel
holding time when the packet dropping probability is less than 0.1. As expected, the
maximum allowable arrival rate increases as the average SNR increases, and smaller
channel holding time results in higher maximum packet arrival rate. This arrival rate

can be used to set the traffic shaping parameter ¢ accordingly.

7.6.2 Optimal Allocation of Channel Resources at the Base

Station for Multimedia Services

We can formulate an optimization problem to obtain an optimal partitioning of the
total number of available channels in the cell C.q; for each of the service classes (i-e.,
Cy¢ channels for real-time service, C,; channels for non-real-time service and Che
channels for best-effort service). For call-level performance measures, the objective
of this optimal channel partitioning problem is to maximize the average number of

channels allocated to the ongoing calls (i.e., Et, Crre and Gy) while maintaining the new
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call blocking and the handoff call dropping probabilities below the target thresholds
(i-e., Pig" and P, respectively). Mathematically, the formulation can be expressed

as follows:

Maximize:  WrsCrt + WrrtCrpt + Whelhe (7.72)
Subject to: ~ P4?, pirt) ple) < ptar (7.73)

B By By < Pl (7.74)

Cri + Crpt + Che = Ceey (7.75)
where wr¢, Wnre, and wy, denote the weights corresponding to real-time, non-real-time,
and best-effort service classes, respectively. For numerical results, we use p&t)) =
pgz;t) = 0.1 for new call arrival rates of real-time and non-real-time traffic and we
assume that the handoff arrival rate is half of the new call arrival rate. Also, we
set 1/teey = 10, 1/pinryy = 15, 1/tpey = 10, and wys = 3, wpp = 2, wpe = 1.
The total cell capacity is 30 channels (i.e., C.oy = 30) and target thresholds for new
call blocking and handoff call dropping probability are 0.1 and 0.05 (ie., Plr=0.1
and P4 = 0.05), respectively. We vary the new call arrival rate pg’s) for the best-
effort traffic and search for the optimal partitioning. The number of channels for
each service class and the average number of allocated channels per call are shown in
Figures. 7.12(a) and (b), respectively.

As expected, when the traffic load for the best-effort service class increases, more
number of channels need to be allocated to this service class to maintain the new call
blocking and the handoff call dropping probabilities below the target thresholds. In
this example, with the chosen values of the weights, as the traffic load increases, best-
effort service takes channels from the non-real-time service first as long as the call-level
QoS for the non-real-time traffic can be maintained, and then it takes channels from
the real-time service. Consequently, the number of allocated channels per call for
each service class decreases as the traffic load in the cell increases. In the above
formulation, the priority for each service class can be chosen by properly choosing the
weighting values. Specifically, in this case, real-time and best-effort services receive
the highest and the lowest number of channels (Figure 7.12(b)), respectively.

Note that, similar optimization formulation can developed considering both the

call-level and the packet-level QoS together in the objective function and modifying
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the constraints accordingly.

7.7 Chapter Summary

We have presented a novel analytical framework for cross-layer performance evalu-
ation in a multiuser cellular wireless network under Markov fading channel model.
With guard channel-based CAC and fairness-based ACA at the network layer, ARQ-
based error control at the link layer, and adaptive modulation at the physical layer,
we have analyzed the QoS performances for real-time, non-real-time, and best-effort
traffic. Specifically, for non-real-time traffic various queueing performance measures
(e-.g., queueing delay and packet dropping probability) have been obtained while for
real-time and best-effort traffic packet loss rate and packet delay distribution have
been obtained. For real-time and non-real-time traffic, the framework also includes
an adaptive traffic shaping mechanism which takes the number of allocated channels
and channel quality into account to control the packet arrival rate so that the QoS
performances can be maintained at a desired level.

We have presented extensive performance evaluation results obtained from both
analysis and simulation. The results have shown how the physical layer parameters
(e.g., channel quality) and the call-level parameters (e.g., call arrival rate and channel
holding time) impact the packet-level QoS. Impact of user mobility on packet-level
performance has been demonstrated through a basic mobility model. The analytical
framework is, however, general enough to be used with any mobility model. We have
also demonstrated applications of the proposed framework in obtaining the optimal
system parameter setting and the optimal channel partitioning at the base station
for different multimedia services under QoS constraint. After all, the proposed ana-
lytical framework will be useful for multimedia wireless network system design and

engineering.
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Figure 7.2. (a) New call blocking probability and (b) handoff call dropping probability

from analytical model and simulation.
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Figure 7.5. (a) Queue distribution and (b) average queueing delay obtained from

analytical model and simulations.
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Figure 7.8. (a) Packet arrival rate and (b) packet dropping probability of Poisson
traffic source with adaptive traffic shaper.
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Chapter 8

On Optimizing Token Bucket
Parameters at the Network Edge

Under Generalized Processor
Sharing (GPS) Scheduling

8.1 DiffServ Wireless Edge Router

Quality-of-service (QoS) is one of the most important issues for providing multimedia
services over the Internet. Normally, the QoS guarantees between service providers
and users are determined by the service level agreement. Specifically, the data streams
from users are required to conform to some ‘shape’ and the service providers must
guarantee a certain level of throughput, maximum delay, and/or maximum packet
loss rate for the agreed upon traffic pattern.

Different applications require different QoS guarantees and service differentiation
is achieved through scheduling algorithms. Group-based service differentiation ap-
proaches such as DiffServ [1] aggregate traffic flows with similar QoS guarantees into
a small number of groups and traffic scheduling is operated based on these groups.

A number of scheduling disciplines were proposed ([2] and [84]) in the literature.
Most of them were designed to provide delay and throughput guarantees as well
as fairness. Generalized processor sharing (GPS) is a work-conserving scheduling
discipline which can provide fairness between connections. When the traffic sources

are policed and shaped through token-bucket shapers, with GPS scheduling, different
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levels of QoS are provided to different classes of traffic by assigning different weights
to the classes. However, in order to guarantee QoS, an admission control policy is
also required. A number of CAC schemes for GPS schedulers were developed [85]-[87].
The role of the CAC is to control the number of admitted sources and their weights
in order to provide guarantees on delay and throughput. In addition to controlling
the weights, the traffic shaper parameters can be adjusted (while the weights remain
fixed) to achieve the desired QoS performances

In this chapter, we investigate the optimal setting of the token bucket parame-
ters for traffic sources with known profiles, such that the minimum delay bound is
achieved. We consider traffic sources for which trace data are provided. This scenario
could be typical for some stored video or some other on-demand applications. While
the seminal results in [2] require a linear form for the traffic bounding function, if we
have access to the traffic trace in advance, we can obtain a more detailed , non-linear
description of a function which bounds the amount of traffic from the source in an
interval of any duration. In such a case, if we want to apply the results of 2], we
must find a linear function which bounds this traffic profile. There are many choices
for such a linear function, and we address the problem of the choice of that function.

We proceed by choosing one source at a time and performing a local search in the
parameter space which minimizes the delay bound for that source. We also introduce
a second method, which we refer to as the composite delay envelope method which is
based on a random selection of token bucket parameters and a process of combining
the different envelope functions which are used in [2]. In addition, because the trace
of the traffic is provided,we can use the non-linear traffic bound to obtain slightly

better results than we could obtain by assuming a greedy, linear bounded source.

8.2 System Model

We consider a system which consists of several traffic sources, a generalized process
sharing (GPS) scheduler, and an output link. The structure of the system is shown
in Figure 8.1. Each traffic source is controlled by a token bucket shaper. The service
rate for source 7 is determined by the weight ¢;. We assume, as in [2], that the

incoming link bandwidths and buffer sizes for each source are infinite.



157

Traffic source with
token bucket
A

Figure 8.1. System model

8.2.1 Generalized Processor Sharing (GPS) Scheduler and
the Delay Bounds

8.2.1.1 Basic Delay Bound for GPS Scheduler

With N sessions, the GPS scheduling discipline uses the weights ¢; (i € {1,...,N})
to determine S;(7,t], the amount of data from session i served by the GPS server in
the time interval (7,t]. The operation of the GPS server satisfies:

Si (Ta t) ¢z

>%  i—-12.. N 8.1
S =8 (®.1)

If C denotes the total service rate, session i will have a guaranteed minimum
offered service rate (when it is busy) of

i
gi = C. (8.2)
' Zj d’j
"Token bucket traffic shapers are used to shape and police traffic entering into the
network. A token bucket shaper is parameterized by the bucket size o; which limits
the maximum burstiness of the incoming traffic, and the token rate p;, which is the
bucket filling rate. We denote the total traffic arriving from source i in the interval

[t1,t2) by the function A;(ty, t3). Traffic coming from a token bucket policed source
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with bucket size and filling rate o; and p; will satisfy the condition
Ai(ty,te) < 0+ pi(ta — t1).

If we have equality in the above relation, so that Ai(t,ts) = o3 + pi(ta — t1), for
all ¢ > #;, then we say that source i is greedy from time #. The main result in
[2] provides that, for a number of token bucket constrained sources with parameters
o; and p;, if the condition ), p; < 1 is satisfied, then the maximum delay for any
source is bounded above by the maximum delay for that source in a scenario where
all sources are greedy from time zero, the beginning of a system busy period. From

this, we have the following bound on packet delay:

8.2.1.2 A Tighter Delay Bound

This delay bound, the maximum queueing delay a session can experience in a GPS
scheduler, obtained from (8.3) is loose, because it assumes that the service rate for
session 1 is kept constant at a rate g; till the backlog is cleared. However, the service
rates for backlogged sessions may increase when other sessions have cleared their
backlog. This is because the excess resources from the sessions which have cleared
their backlog are distributed among the currently backlogged sessions [88].

Figure 8.2 illustrates a case where the delay bound (D;) given by the guaranteed
rate is greater than the actual worst case delay, denoted in the figure by ¢;. When other
sessions empty their backlog, the slope of the attained service curve increases. At time
i1, one session has cleared its backlog, and the service rate of source 7 increases. Again,
at time ¢, another session has cleared its backlog and the service rate for session i
increases. At t3, this session has cleared backlog, so ¢; provides a tighter delay bound
than D;.

In [88], a method was outlined for calculating this tighter delay bound based on
the main theorem in [2]. This provides the computational details for computing the
maximum delay for each source when each source is greedy from time zero.

We omit the computational details here, but observe that the calculation of the

delay bound for a source i depends on the values of Ok, Pk, and ¢, for all sources k
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Figure 8.2. Service and arrival of traffic for four greedy sessions served by a GPS

Server.

and therefore, we can express the delay bounds for all the sources by D}(o, p,¢) in

which o, p, and ¢ denote vectors containing the values of o, p, and ¢, respectively.

8.2.2 Queue Length and Delay Envelope

Stronger results still can be obtained from [2] in the form of a delay or queue length
envelope which bounds the delay or queue length experienced by an arriving packet
by a function of the time since the beginning of the last busy period for that source.

This result is contained in the following Lemma.

Lemma 8.2.1 (Lemma 10 in [2]) Suppose that time t is contained in o session p
busy period that begins at time 7. Then

8y(0,t — 7) < Sp(7, £)

where Sy(t1,ta) and Sy(t1,ts) represent (respectively) the service attained by session p
and the service obtained by session p in a scenario where all sessions are greedy from

time zero.

We can express the effect of this result on the queue length via the following
corollary.
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Corollary 8.2.2 Suppose that time t is contained in o session p busy period that
begins at time 7. Also assume that the function A, which gives the session arrivals
(Ap(t1,t2) represents the amount of arrivals in the time interval (t1,t5]) is bounded
by some function B;(t) so that Ap(t1,t2) < Bi(ta —t1) for all (t1,45) such that t, < t.
Then

Q) < Bi(t — 1) — 5,(0,t — 7).

In [2] and [88], the case of B;(t) = o, + ppt in Corollary 8.2.2, was considered, and
the calculations outlined in [88] effectively calculated the envelope function B;(t —
7) — 85(0,¢ — ) which is piecewise linear when B; is linear. A similar result can be
obtained for the delay of a packet. If D,(s) represents the delay experienced by a

packet arriving at time s then
Dy(s) =inf{t > s:5,(0,t) = A,(0,8)} — s.
But if we combine Lemma, 8.2.1 with the bound A,(¢1,ts) < B;(t; — t1), we have
Dy(s) < Dyls) = inf{t > 1 5,(0,¢ — 7(s)) = Bils — 7(s))} — s

where 7(s) represents the last busy period start before time s. If the bounding
function B; is linear, the delay envelope EP(*) will be piecewise linear as is the queue
length envelope function.

We are interested in the case where the bounding function B;() is not linear. In
this case, we can apply the results of [2] and [88] to calculate a bound on 5,(0,¢ — )
for any choice of the parameter set U;{0;, p;} as long as B;(t) < g,+ p,t for all sessions
p. We attempt to find the best choice of these parameters, in order to obtain the best
bound possible in the case where B;(x) is not linear. We can also use the bound in
Corollary 8.2.2 directly, and need not replace B; in Corollary 8.2.2 by a linear bound
except for in the calculation of S'Z,(O, t—17).

8.2.3 Formulation of the Optimization Problem

We formulate an optimization problem to obtain o; and p; for source s (i € {1,...,N 3
which minimizes the delay bound for a particular source j.
As an example, we use some traces of video traffic sources to illustrate the process.

'To determine possible values for the o; and p;, we first have to calculate the maximum
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amount of traffic B;(7),which can arrive from source i during a time interval or length
T as follows:

s+T
B;i(r) = max/ Ai(s,s+7)ds, 0<s<c (8.4)

where c is the end time of the sampled traffic in the trace file. Figure 8.3 shows
an example of traffic arrival function A4;(0,t) and B;(7) as a function of time # and
duration T respectively. Given B;(7) for any value of pi, we can obtain the minimal

value of o; such that B;(7) is bounded by the corresponding linear function:

0; = max [By(1) — p;7]. (8.5)
Since, here, o; is a function of p;, we use the notation & *; (p;) and hence o =
[0 %1 (p1),0 *; (p2),...,0 *n (pn)]. An example plot of o; against p; is shown in
Figure 8.4.
4
-~ —Alf)
35 B(1)

Traffic (Mb)
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Figure 8.3. An example of mazimum amount of traffic arrival B;(1).

With N sources, we can formulate an optimization problem to obtain the minimum

delay bound for a particular source.The optimization problem is defined as follows:

minimize " D} (o, p, ¢) (8.6)
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Figure 8.4. Variation in o; with p; according to B;(1).

subject to
N
sz’ <1 (8.7)
=1
o = ox(p) (8.8)
given
ox(p) and o. (8.9)

In other words, we want to find the optimal point on the curve illustrated in
Figure 8.4 such that the minimum delay bound is achieved. To solve this optimization
problem, we use the Neldel-Mead simplex (direct search) method [62]. We perform
the optimization separately for each source, where in each case, the ob jective function

represents the maximum delay bound for the current source of interest.

8.2.4 Composite Delay Envelope

We also introduced an alternate method for finding delay bounds for sources which

have non-linear traffic bounding functions. We introduce the concept of a composite
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delay envelope. To obtain this composite delay envelope, we generate a number of
instances of the delay envelope by randomly choosing p;, and setting o; accordingly, as
in the previous section. Rather than performing a local search in the space of o *(p)
with the maximum delay bound as objective function, we choose a number of points
in the space at random. Each point provides a delay envelope. The intersection of
all of these delay envelopes yields a composite delay envelope which is also a delay
envelope.

In order to cover the space of possible values of p in some reasonable fashion,
we chose to parameterize the search in terms of the sum y = >_; pi which must be
smaller than 1.0 in order for the delay envelope obtained to be valid (i.e., this is the
condition that all sources are able to clear their backlog). At each iteration, we chose

N values X; uniformly at random in the interval [0, 1] and set
. Xi (y - Ei Li)

x; = S (U= LX; (8.10)

pi = L + (U; — L;)z; (8.11)

for i€ {1,...,N}, where U; and L; are the maximum and minimum useful values of
p:- The maximum and minimum values of p; can be determined from

Uy = By1), (8.12)

Ly = Aic)/e (8.13)

where c¢ is ending time.

This guarantees that ), p; = y and that the values of p are within the correct
range of interest, for each iteration. Each random instance of p gives a different
delay envelope for the particular source. Let the total number of random instances
be K and let f?j’;(t) denote the delay envelope of source ¢ from random instance & at
time ¢. To obtain the composite delay envelope for a particular source 7, we take the
minimum value of f);; (t) calculated from the set of random instances py, as follows:

Dem(t) = min D¥(t), 0<t<ecke{l,... K} (8.14)

Note that, from a random py, the corresponding o can be obtained from the
function o*(p) which is, in turn obtained from the bounding functions Bi(x). An

illustration of this composite delay envelope is shown in Figure 8.5.
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Figure 8.5. An illustration of composite delay envelope.

8.3 Numerical Results

"To illustrate the results from our proposed optimization, we use ten sources with B;(1)
as shown in Figure 8.6. The weights of the sources is set as ¢ = [0.130.18 0.21 0.16 0.82
0.24 0.26 0.34 0.42 0.41], proportional to the mean rates, and the link capacity is 3.321
Mbps (yielding a 95 % utilization overall). The solution from solving the optimization
problem for source j = 1 is compared with those obtained from a random choice of
pi in Figure 8.7. Tt is clear from this figure that the optimization is doing something
useful. We also observe the convergence process to the solution of the optimization
algorithm in Figure 8.8 where we show the value of the objective function, the max-
imum delay bound for source 1 versus the value of p;. The optimal solution, in this
view, appears to depend very strongly on the value of p; and favors a particular
value rather strongly. The solution in this case is observed to be 0.0428 (this is the
normalized rate which is obtained from dividing the actual rate by the link speed).
Interestingly, this value for the optimal token generation rate is close to the mean
rate of the traffic sources. This is a somewhat unexpected result and indicates that
one of the simplest allocation of the values of p; may be the best.

Figure 8.9 and Figure 8.10 show the delay envelopes obtained from three different

NS
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Table 8.1. The delay from p obtained from optimization formulation and the mean

data rate
Source | Delay (optimization) | Delay (mean rate)
1 29.6451 30.8250
2 47.4002 47.8502
3 29.1386 30.4085
4 85.5327 85.9427
) 14.6674 14.9174
6 17.8599 18.2399
7 32.9989 33.8489
8 53.8916 54.5816
9 27.7079 28.1479
10 22.5568 23.0224

methods for source 1 and source 2 respectively. The first two use the token bucket
parameters obtained from the local search method, but the method 1 curve uses
the linear bound on B;(*) whereas the method 2 curve uses the non-linear B;(x)
directly. The method 3 curve results from the randomized composite delay envelope
method. For the composite delay envelope method, we used 500 random instances
(le., K = 500) of p. We observe that the maximum delay from the composite
delay envelope method is very close to the maximum delay obtained from the other
methods. However, the method 2 envelope is much closer to the composite delay
envelope compared to the method 1 curve. If we are interested in more than the
maximum delay alone, and wish to consider moments of the waiting time or some
other measures, this may be an advantage.

As shown in Table. 8.1, the solution of our optimization formulation is observed
to be close to the mean data rate of the traffic sources. Therefore, choosing the mean
rate for each source for the corresponding token bucket filling rate appears to be a
good choice although not necessarily optimal.
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Figure 8.7. Delay from the solution of the optimization model compared with that
with random selection of p;.

local search method and the composite envelope method is close to the mean rate of
the traffic source. Our conclusion is that using the mean rate for token generation
rate and the corresponding bucket size can give good delay bounds for a particular
traffic source. For the future work, estimation technique will be applied to obtain

traffic parameters, so that optimization can be performed in an online fashion.
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Chapter 9

Conclusion

This chapter provides a summary of the works presented in this thesis and outlines a

few directons for future research.

9.1 Summary

The following provides a summary of the works:

e Issues and approach in 4G wireless networks: We have presented a survey on
the issues and approaches to design call admission control in the next-generation
(e.g., 4G) wireless technologies. These issues include heterogeneous wireless net-
works, multiple types of services, adaptive bandwidth allocation and cross-layer
design for both call and packet level performances. We have also introduced a
two-tiered CAC architecture for 4G networks to ensure QoS in both the wire-
less and the wired parts. In the general architecture, the CAC decision should
be based on both the call-level and the packet-level performance metrics. Qur
two-tier CAC scheme considered two types of services (voice and data), and
data calls due to vertical handoff from other types of networks have been also

taken into account.

e Service differentiation in wireless networks: We have presented a model for
service differentiation between the QoS-sensitive and the best-effort traffic in
‘wireless networks. Fair scheduling is used to prioritize different traffic types
and a threshold-based CAC is used to limit the number of connections for the
QoS-sensitive service. From the analytical model, various QoS measures (at

both the connection-level and the packet-level) can be obtained. The numerical
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results have shown that CAC combined with fair scheduling can provide the
target level of QoS to both the QoS-sensitive and the best-effort traffic. Using
the model, the CAC threshold and the parameters for fair scheduling can be
optimally chosen so that the system utility is maximized.

- Multi-service cellular mobile networks with MMPP call arrival patterns: We
have presented a Markov model to analyze the new call and the handoff call
blocking probabilities under MMPP call arrival patterns in a multi-service cel-
lular mobile network. We have observed that when the call arrival pattern
has burstiness, the analytical results for the MMPP-based call arrival model
can provide more accurate results than those for the traditional Poisson-based
model. This observation suggests that the traditional performance models of
cellular wireless networks are not suitable for the environment with bursty call

arrival patterns.

Adaptive bandwidth allocation in cellular mobile networks under Markov call
arrival process and phase-type channel holding time distribution: We have pre-
sented an analytical framework for adaptive bandwidth allocation in cellular
mobile networks. Using the framework, various performance metrics (i.e., new
call blocking probability, handoff call dropping probability, average bandwidth
of the cell, user outage probability, and call degradation probability) have been
derived. The numerical results obtained from the model have shown that the
"ABA can minimize handoff call dropping probability, while some calls might

experience service degradation below an acceptable level.

Performance analysis in cellular mobile networks with time-varying traffic: We
have presented a framework for analyzing the call-level transient performances
of cellular mobile networks under time-varying traffic pattern. Based on the
analytical model, we have also developed a threshold-based on-line adaptive
CAC scheme. Numerical results from both the steady state and the transient
analyzes have been compared. The results have shown that the system spends
some period of time in transient state before reaching the steady state, and
therefore, transient analysis is needed to obtain the accurate QoS performances
during certain period of time. In addition, our proposed adaptive CAC can suc-
cessfully control the QoS performances at the desired level under time-varying
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traffic.

Analytical framework for integrated cross-layer study in mobile wireless multi-
media networks: We have presented a novel analytical framework for cross-layer
performance evaluation in a multiuser cellular wireless network under Markov
fading channel model. We have analyzed the QoS performances for real-time,
non-real-time, and best-effort traffic. For real-time and non-real-time traffic, the
framework also considers an adaptive traffic shaping mechanism which takes the
number of allocated channels and channel quality into account to control the
packet arrival rate. The results have shown how the physical layer parame-
ters (e.g., channel quality) and the call-level parameters (e.g., call arrival rate
and channel holding time) impact the packet-level QoS. Effects of user mobility
on packet-level performance has been demonstrated through a basic mobility
‘model. We have also demonstrated applications of the proposed framework in
obtaining the optimal system parameter setting and channel allocation at the

base station for different multimedia services under QoS constraints.

Optimizing token bucket parameters at DiffServ edge router under generalized
processor sharing (GPS) Scheduling: We have presented an optimization model
to obtain the parameters of a token-bucket traffic shaper for a source with a non-
linear traffic bound. If the trace of the traffic (e.g., the non-linear traffic bound)
is provided, a relationship between the bucket size and the token generation rate
can be obtained. Based on this result, and given the weights for the different
traffic connections, a local search technique is used to obtain parameters which
will approximately minimize the maximum average delay for traffic sources. We
have observed that the optimal token generation rate obtained from both the
local search technique and the composite envelope method is close to the mean
rate of the traffic source. We have concluded that using the mean rate for token
generation rate and the corresponding bucket size can give good delay bounds

for a particular traffic source.
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9.2 Future Work

We outline a few directions for further research in the area of call admission control,

bandwidth adaptation and scheduling as follows:

e Distributed admission control: With the proliferation of data services in the
cellular networks, it is expected that there will be a large amount of traffic
due to short-lived data flows (e.g., for applications such as retrieval of weather
information, neighborhood information). For this type of flows, centralized
admission control may not be very efficient in terms of control overhead and
the call processing time, and therefore, distributed admission control would be
preferable. Design and analysis of distributed CAC for cellular system would

be an interesting topic to research on.

o Adaptive resource reservation and bandwidth adaptation for call admission con-
trol considering user mobility: For a threshod-based CAC, it is necessary to
selection the threshold value in an intelligent way. For example, user mobility
information can be exploited to set this threshold value and reserve the re-
sources accordingly for handoff calls/flows. Again, both the call-level and the

packet-level performances need to be considered.

e Admussion control policy based on delay statistics: Since one of the most impor-
-ta,nt QoS metrics for real-time traffic is the delay, admission control for this type
of traffic should consider the impact of admitting an incoming call/connection
on the delay statistics of the ongoing calls. This delay statistics would depend
on the scheduling policy, bandwidth adaptation mechanism and the link level
error control policy. Queueing performance models can be used to calculate
delay statistics so that an admission control method can use this information

to decide whether an incoming connection can be accepted or not.
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